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Zsolt Krämer∗, Sándor Molnár∗, Attila Mihály†, Szilveszter Nádas†
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Abstract—The performance problems of recent transport pro-
tocols applied in fixed and high-speed wireless networks call for
research for an effective congestion control approach, which is
able to work efficiently in both domains. In this paper we propose
a framework incorporating a novel Multi-Domain congestion
control with a novel Lightweight Performance Enhancing Proxy
(PEP), which requires no client modification. The method was
implemented in the Linux kernel and the Lightweight PEP in ns-3
and we carried out a comprehensive performance evaluation of
our proposed framework. We demonstrate that our approach can
achieve a robust behavior in the presence of wireless loss while
keeping the TCP fairness in the wired domain. Moreover, we
also present that our method provides a faster adaptation in the
wireless domain compared to the currently used CUBIC TCP.

Index Terms—Multi-Domain Congestion Control, Cellular
Access Network, TCP, PEP, Middlebox Cooperation.

I. INTRODUCTION

5G mmwave cellular networks present new challenges for

TCP (Transport Control Protocol). With the use of millimeter

waves, it is possible to achieve gigabit-per-second cell data

rates, however, the propagation properties at these frequencies

create high variability in channel conditions [1]. Sudden

changes in available capacity (caused by e.g., NLOS-LOS

transitions) is not a phenomenon that traditional congestion

control (CC) algorithms were designed to handle. The efficient

resource utilization of TCP in 5G is thus limited due to the

slow responsiveness of traditional CC algorithms to sudden

changes in available bandwidth.

Congestion control continues to evolve and novel algorithms

recently aimed to address the aforementioned challenge. These

new TCP variants do not need support from the network,

and thus we call them end-to-end solutions. However, end-

to-end TCP flows are traveling through domains with highly

different characteristics, i.e., wired and wireless domains, and

the performance degradations are due to different reasons in

each of them. For example, packet loss is the main indicator

of congestion events in the wired domain but it is frequently

caused by other events in the wireless domain (radio transmis-

sion error, mobile terminal handovers, reordering of packets

over multilink access, etc.). This creates a great difficulty for

the correct operation of congestion control algorithms.

In order to mitigate this issue, link-layer methods can be

applied, which hide the link losses from the transport protocol

by using different techniques, e.g., link retransmissions, For-

ward Error Correction (FEC) mechanisms, etc. These belong

to a category of approaches we call service network based

solutions. Split-connection Performance Enhancing Proxies

(PEPs) also belong to this category. These proxies were widely

deployed in cellular networks due to the performance gains

they are able to deliver, however, numerous drawbacks of these

PEPs have also been discovered (see Section II).

A third approach is to leverage cooperation between entities

in the network (usually middleboxes) and the end-hosts by

providing additional information for the end-host to optimize

congestion control. We refer to these methods as network-

end hosts cooperation solutions. A Middlebox Cooperation

Protocol (MCP) was proposed in [2] that outlines requirements

for such cooperation. These protocols should not affect end-

to-end encryption, and allow the cooperating middleboxes to

send information which is explicit, declarative, safe to ignore,

and incrementally useful.

We presented a new PEP concept built on the aforemen-

tioned MCP principles in our previous paper in [3] which

belongs to the network-end hosts cooperation solution cate-

gory. We introduced a Lightweight PEP entity placed on the

border of the two domains with different characteristics as

can be seen in Fig. 1. The Lightweight PEP requires minimal

trust from the endpoints; it sends safe-to-ignore PEP-ACKs,

requires minimal processing or storage, adds no delay to the

communication and does not require any client update.

In this paper, as a continuation of this research, we pro-

pose a novel Multi-Domain Congestion Control utilizing this

Lightweight PEP. We implemented our congestion control

algorithm in the Linux kernel, the Lightweight PEP in ns-3

and we carried out a comprehensive performance evaluation

of our proposed framework. Our design goal was to achieve

a robust behavior in the presence of wireless loss and also

a faster adaptation in the wireless domain, while keeping the

TCP fairness in the wired domain.

The rest of the paper is organized as follows. The related

work is described in Section II. Section III and IV present the

design and implementation of our multi-domain congestion

control mechanism, respectively. Section V provides a com-

prehensive performance evaluation of our method in different

key scenarios. Section VI concludes the paper and outlines

future challenges.
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TABLE II
FAIRNESS CHARACTERISTICS OF DIFFERENT FLOWS

Scenario
Throughput [Mbps]

Jain’s index
Foreground Background Internet background

3-A 7.62 ± 0.4 7.12 ± 0.63 20.26 ± 0.64 0.79 ± 0.03

3-B 7.82 ± 0.69 7.21 ± 0.79 19.97 ± 0.75 0.8 ± 0.03

3-C 8.53 ± 0.34 8.64 ± 0.32 17.83 ± 0.43 0.88 ± 0.02

3-D 9.02 ± 0.45 8.37 ± 0.31 18.07 ± 0.57 0.88 ± 0.02

average of 10 independent runs with the Multi-Domain flow

starting at different times.

VI. CONCLUSION

We presented a novel framework of a Multi-Domain Con-

gestion Control that is based on a Lightweight Performance

Enhancing Proxy (PEP), which can provide performance im-

provements in recent heterogeneous networks involving fixed

domains and wireless 3G-4G-5G domains. Our proposed PEP

concept is lightweight, provides safe-to-ignore explicit feed-

back and does not contribute to ossification. In addition, using

the PEP does not require any client modification.

The concept was implemented in the Linux kernel and the

Lightweight PEP in ns-3 and we carried out a comprehensive

performance evaluation of our proposed framework.

First, we demonstrated that our approach can achieve a

robust behavior in the presence of wireless loss compared to

the currently used CUBIC TCP. Second, we illustrated that our

approach provides a faster adaptation in the wireless domain

compared to the currently used CUBIC TCP. Third, we also

showed that the performance improvements in the wireless

domain have no negative impact on the traffic dynamics in

the wired domain, i.e., it is able to keep the TCP fairness in

the wired domain.

The above results show that the Lightweight PEP concept

could be a powerful tool to enhance the TCP performance in

current and future cellular access networks. Our future work

therefore focuses on understanding the deployment aspects

and refining the performance evaluation of our framework

in different case studies involving realistic wireless domain

behavior.
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