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Chapter I: Introduction 

In the age of information society, communication is becoming a more and more important 
part of our everyday life. In the background of the changes of communication, there is a rapid 
evolution of telecommunication technologies. The main directions of this evolution are 
determined by new applications and by the development of base technologies. The most 
important demands on telecommunication networks are high communication speed, support 
of multimedia applications and mobility. 

 
In order to obtain high end-to-end communication speeds all parts of the communication 
path should be fast. The bottleneck, which is continuously changing, can be the link capacity, 
processing capacity in nodes and the operation of higher layer protocols. 

Advances of fiber technology increased dramatically the link capacity available for fixed 
networks. Wavelength division multiplexing [Bra90, DGL90] and spatial bandwidth reuse 
[CO90, KWH94, MS97] resulted in further increase in the bandwidth of links. 

The increased link capacity moved the bottleneck to other parts of the network. The 
processing capacity of routers and switches is one of the bottlenecks of today networks. 
Therefore, the layer 2 and the layer 3 protocols are undergoing an integration to replace layer 
3 functions - i.e. per packet routing with large processing requirements - with layer 2 
functions - i.e. switching of data flows. IP switching [NEH96, rfc1987], tag switching 
[rfc2105] and ARIS [Wou96] are different implementations based on this idea. 

 

Support of multimedia applications [J5] is a general term and involves requirements in many 
different areas. 

First, multimedia traffic includes real-time data flows like voice and video. Real-time data 
should be delivered to the destination with low delay and low delay variation. Multimedia 
traffic also includes components that are not sensitive to delay variation but are very sensitive 
to data loss. The integration of these sources into a single network is an essential need today. 
Implementations of this integration are solved differently in different kinds of networks. 

In the local area real-time delivery can be provided by overdimensioning the network capacity 
and using protocols, which do not introduce large delay variation. However, metropolitan and 
wide are networks should differentiate between different flows with different requirements. In 
the metropolitan area, isochronous and best effort traffic is differentiated. Technologies in that 
area are FDDI-II [Cal91], DQDB [Mar94], iso-ethernet [Gre96] and Metaring [Ofe94]. In 
wide area networks, several service classes are introduced [DBL93]. The most important 
technologies supporting several service classes are ATM [ATM96, MS94, Pry91, J3, C5, C6], 
RSVP [Res96] and UMTS [Mar97] at different areas of telecommunication. Packets 
belonging to different service classes are buffered in separate queues, which are served 
according to the priority of the related service class. 

Multimedia applications (teleconference, internet radio, video on demand) also need networks 
with broadcast and multicast capability. Handling multi-party connections needs new 
signaling and routing methods, which is another rich research area. 

 
Mobility  is an essential need for future access devices. Broadband services already available 
in fixed networks are appearing now in mobile networks. Third generation mobile systems, 
which are standardized by ITU as IMT-2000 [IEEE97] and by ETSI as UMTS [IEEE98], are 
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based on packet switching and support multiple service classes. Developments in radio 
technology [JSAC90] allow high speeds also across the radio interface. 

 
Besides the above technological challenges, a technology should fulfil many other 
requirements in order to be successful on the market. Among many factors, the two most 
important ones are: 

- reasonable price for good quality 

- interoperability with existing technologies 

So economists always have to select the technology, which provides the highest quality at an 
acceptable price. In the long term, integration and simple protocol reduces prices. 

- With integration the network can provide wider service range, so one infrastructure can 
replace several parallel solutions. The main cost reduction of integration is due to the 
reduced maintenance requirements. 

- Simple protocol reduces the implementation costs of equipment or allows higher speeds 
and therefore higher quality. 

New technologies can not replace the entire existing infrastructure at once. Therefore, 
interoperability  with existing devices is a very important need for all new technologies. 

 
This thesis is about Dynamic Synchronous Transfer Mode (DTM) [Kah98], which is a new 
integrated-services networking technology. It is a fast circuit switched TDM system based on 
shared media. Its implementations [Netins, Dynarc] provide high speeds, integrated services 
with real-time support. Interoperability is provided trough IP technology, which is the 
unifying concept in today networks. IP over DTM and DTM LAN Emulation [whp99a, 
whp99b, Hol98] are the basic capabilities of DTM switches. 

However, DTM, as a circuit switched network, has inherently two disadvantages: 

- channel utilization: Bursty traffic uses the reserved bandwidth only in a small fraction of 
the time.  

- scalability: The number of connections a DTM network can parallel support is limited.  

There are two ways to increase the utilization and the number of allowed parallel connections 
with multiplexing in a DTM network: 

- connection level multiplexing (burst switching): DTM connections are used only for the 
duration of data burst. If there is an idle period, resources are released. When data 
transmission starts again new DTM connection is established. That is, user connections 
are split to several successive DTM connections. 

- slot level multiplexing: Multiple connections with low bandwidth demand are multiplexed 
into a DTM channel. That is, several parallel user connections share a DTM connection. 

The dissertation deals with both performance improvement methods. 

If burst switching is applied, the most important performance characteristics of the network 
are average set-up time and blocking probability. If different bursts have considerably 
different set-up times and bursts are blocked within the call then there is less QoS guarantee 
for the whole connection. That is, the main benefits of circuit switching (like low and 
deterministic delay during the connection) are lost. Consequently, optimizing the mentioned 
characteristics is advantageous for burst-switching as well. Set-up time and blocking 
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probabilities are related to calls, therefore they are referred to as call level characteristics in 
this work. 

If several connections are multiplexed into a successfully established DTM channel, the 
system should be analyzed on another scale. Small data items (referred to as messages) are 
buffered in nodes and the queues are served according to the multiplexing methods. Two 
important measures of performance are message loss probability and queuing delay of 
messages. Good performance in terms of these characteristics is also elementary. Advantages 
of circuit switching, i.e. guaranteed delivery and low delay and delay variation, can also be 
lost with a multiplexing method with poor message level performance characteristics. 

1.1 Objectives of the Dissertation 

The dissertation is about the performance and fairness of DTM networks. Results can be 
categorized into two fields: 

- Call level characteristics of channel allocation algorithms in DTM 

- Message level characteristics of multiplexing methods in DTM 

The main goal of the evaluation of call level characteristics of channel allocation algorithms 
in DTM is to improve the effectiveness of channel allocation algorithms applicable for DTM 
networks. 

For this purpose I have carried out the following studies: 

- development and evaluation of new channel allocation algorithms to improve the 
aggregate performance characteristics and the fairness of the DTM network 

- comparison of the performance of channel allocation techniques in DTM, in order to 
select the significant parameters influencing performance characteristics 

- identification of the main factors causing the unfairness of a DTM dual-bus (including 
parameters of channel allocation algorithms, physical properties of the network and traffic 
profile of sources) 

 

The goal of the evaluation of message level characteristics of multiplexing methods for DTM 
is to define and analyze new methods that increase the effectiveness of a DTM channel, while 
the network provides the required service parameters to all multiplexed sources. 

I have carried out the following studies in that area: 

- development and analysis of the most appropriate models for the examined prioritized 
multiplexing methods 

- evaluation of the significant parameters influencing required buffer-size and message 
delay 

- comparison of the effectiveness of multiplexing methods 

 

I used simulations and mathematical analysis for the performance evaluation of DTM 
networks. 

Simulation was used to evaluate call level characteristics of channel allocation algorithms in 
DTM. The DTM group in the High Speed Networks [HSNLab] developed a simulation 
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software under my supervision in 1996-98. The simulator is based on the DTM model 
published in [BLRS96].  

 

I have analyzed the message level characteristics of multiplexing methods by mathematical 
means, more specifically, by discrete time queuing theory [BrKi93]. The goal of the 
derivations is to obtain closed form expression for the probability generating function (pgf) of 
system content, system time of messages and unfinished work. 

1.2 Outline 

In Chapter II, the DTM network architecture and protocol is presented. The chapter starts with 
an outline of networking technologies to show the place of DTM among them. Then the 
detailed description of the DTM transport mode follows. It includes the description of the 
basic features of DTM, different modifications of the basic protocol as well as the 
interoperation methods with IP networks. The last part of this chapter summarizes previous 
performance studies of DTM. 

Chapter III presents the simulation work of the dissertation. First, the simulation software is 
described including the modeling assumptions, some of the implementation details and the 
testing methods we used. Then the models of the simulated networks follow. Simulation 
results are presented in the two following sections. Fist, aggregate performance and fairness 
of set-up-time slot allocation algorithms are discussed. Then the characteristics of the new 
smoothing algorithms are analyzed. 

In Chapter IV, the results of the mathematical analysis of different multiplexing methods are 
discussed for DTM networks. After the introduction, which presents the analysis of a simple 
queuing problem, two multiplexing methods are described in separate sections. First, the 
description and the models of “time division on two time scales with priorities” technique, 
and the results obtained from the models are presented. Next, “packet switching with 
priorities” multiplexing is analyzed using more models. Finally, the comparison of the 
multiplexing methods and the conclusion of the chapter follows. 

Finally, Chapter V summarizes and concludes the dissertation. 
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Chapter II: Dynamic Synchronous Transfer Mode 

This chapter gives an overview about Dynamic Synchronous Transfer Mode technology. 
Section 2.1 points out the place of DTM among other media access protocols. Section 2.2 
presents the detailed description of DTM protocol including several development directions. 
Finally, Section 2.3 overviews the available performance evaluation studies of DTM. 

2.1 Networking Environment of DTM 

DTM is a fast circuit switched technology using shared media and dual-bus topology. To 
clearly point out the position of DTM among other networking protocols, a short introduction 
is given about other switching and media access methods illustrated with a few examples. 

2.1.1 Switching Methods 

Switching methods [Tan89] are divided to two basic classes: circuit switching and packet 
switching. 

In packet switching data to be transmitted is segmented into packets, which have headers. The 
packet is routed through the network up to the destination based on its header information. 
Packets can be treated in two different ways. 

- In datagram packet switching, the header includes the address of the destination (and 
source) node, and packets are routed through the network based on this address, 
independently of the other packets. 

- In virtual circuit packet switching, a virtual connection is set up (using signaling or 
management) between the sender and the receiver before data is transmitted. Once the 
virtual connection is established – via a fixed route through the network – data packets are 
switched through the network based on the identifier of the virtual connection, which is 
located in the header of each packet. The address of the destination is used only during 
connection establishment. Service guarantees cannot be implemented without the virtual 
circuit concept because link capacity and buffer space should be allocated for connections. 

Figure 2.1.1 shows some examples for each category. 

Local and metropolitan area networks (e.g. Ethernet, FDDI, Token ring, SMDS) use datagram 
packet switching at media access control (MAC) layer. Virtual circuit packet switching is 
used in wide area networks (X.25) as layer 2 protocol. 

Fast packet switching is a subcategory within virtual circuit packet switching. The difference 
is only in the implementation: The functions of the header are minimized, which allow fast 
processing in the switches. Fixed packet length [J3] further increases the processing speed, 
which allows the application of more complex buffer management strategies and faster 
switching. Frame relay and ATM are example for this category.  

 

In circuit switched networks, nodes reserve fix bandwidth channels (circuits) for the whole 
duration of the connection. Each circuit switched system relies on a signaling system, which 
establishes and releases network resources accordingly.  
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Dedicated and fixed bandwidth is advantageous for real-time applications because it yields 
small delay and low delay variation. Computer generated data traffic, however, is bursty, so 
the usage of fixed bandwidth channels results in low efficiency.  

As the overhead of a connection is independent of its duration (set-up, release), circuit 
switching is efficient for long connections. For short connections the overhead of resource 
reservation (both in volume and time) becomes large in contrast to packet switching. 

Circuit switching also has a fast implementation: fast circuit switching. Here, resources are 
released during idle periods of the connection. Burst switching [Ams89, Ore88, MM88, 
HU90] (a specific technology in contrast with the term burst switching in the Introduction of 
Chapter I) and DTM are examples of fast circuit switching.  

In burst switching, port processors are monitoring the link to notice activity. Whenever a port 
processor determines that a burst has begun, it prefixes a header to the information. The 
destination address in header is used to route the burst to its destination. A burst looks like a 
packet, but there are significant differences between burst switching and packet switching: 

- the length of a burst is not determined before the start of transmission 

- a burst is sent in a time-division channel of fixed bit-rate, i.e. it is interleaved with other 
bursts (in contrast to packet switching, where packets are sent one at a time with full link 
bandwidth)  

The main difference between burst switching and DTM, which is introduced in the next 
section in detail, is that in DTM data and control channels are separated. 

packet switching

circuit switching
(PSTN, ISDN)

datagram packet switching
(Ethernet, FDDI, Token ring, SMDS...)

virtual circuit packet switching
(X.25)

fast packet switching
(Frame relay, ATM)

fast circuit switching
(DTM, burst switching)

switching

 

Figure 2.1.1 – Switching categories of media access protocols 

It is not straightforward, which one is the best switching method for an integrated network. 

Circuit switching is a better solution for real-time and non-bursty traffic, while it is inefficient 
for short sessions and best effort connections. 

Packet switching provides high utilization because statistical multiplexing can efficiently 
share the bandwidth among different connections. The challenge for packet switching is to 
provide service guarantees for real-time applications. 

2.1.2 Media Access Methods and Topology 

The classification of DTM according to the media access method is interesting because the 
usual access methods are: 

- shared media for datagram packet switching 

- point-to-point dedicated link  between switches for virtual circuit packet switching and 
circuit switching 
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DTM is an exception from this general rule because it is based on shared media despite of its 
circuit switched operation. The most prevalent topologies for a few shared media MAC 
protocols are listed in Figure 2.1.2.  

media access

shared

dedicated

Ring (token ring)

Dual ring (FDDI, Metaring)

Bus (Ethernet)

Dual-bus (DQDB, DTM)

...

Point-to-point, meshed (ATM, PSTN)
 

Figure 2.1.2 – Media access methods and topologies 

Media access method and topology has special importance for DTM because these factors 
have a definite influence on fairness among nodes. 

Fairness of protocols using dedicated links is controlled in a centralized manner. Therefore, 
providing fair share for connections can be solved with well-known scheduling algorithms. In 
shared media protocols, where due to efficiency reasons usually distributed protocols are 
used, equity among connections and nodes is not automatic. 

Previous experience on dual-bus architectures suggests that the fairness of DTM should also 
be examined. For example, several algorithms were proposed to correct inequality among 
DQDB nodes [KWH94, MS97] because the basic architecture was inherently unfair. 
Providing fair operation becomes more difficult when inter-node distances are large, the 
system is overloaded (data, control or processing capacity) or spatial bandwidth reuse 
technology is applied. 

After this short introduction to the classification of DTM within the family of media access 
protocols, a detailed description of DTM protocol follows. 

2.2 Description of DTM 

The detailed description of the family of DTM protocols is described in this section. First, the 
most important characteristics of DTM are presented. In Section 2.2.2, the resource 
management related topics – like slot allocation, QoS provisioning, fragmentation - are 
discussed in detail. Section 2.2.3, highlights the various development directions of the DTM 
media access protocol. Finally, Section 2.2.4 is about methods that enable DTM to become 
the transport protocol IP, and thus the Internet. 

2.2.1 History and General Description 

2.2.1.1 History 

The first ideas for DTM were developed at Ericsson in the middle of the 80’s in the 
framework of Duper design [Hag85a, Hag85b, Hag86]. The DTM protocol, switching 
mechanisms and topologies are developed from these initial ideas. The DTM development has 
started at Royal Institute of Technology (Kungl Techniska Högskolan, KTH) in Stockholm as 
a part of the MultiG research program [PPG92, PRL92a, PRL92b, GHP92, PS93, Kar93] in 
1990. In parallel with the development of the architecture, a prototype implementation was 
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designed. The work on the prototype implementation and network architecture was reported 
in a number of publications and technical reports [AH93, BHL94, BLR93, BLR94, Goh94, 
LB94, Lin94, BL95, BLR96]. In 1996, the most active members of the DTM group at KTH 
received their Ph.D. degrees [Boh96, Lin96, Ram96a] and Licentiate degree [Hid96]. Two 
companies were established that time to produce DTM devices [Dynarc, Netins]. The work 
related to DTM started at Technical University of Budapest in 1996. I have participated in all 
activities related to DTM at TUB since 1996 [J1, J2, J3, C1, C2, C3, C4, C7, P1, P2, 
HSNLab]. North Carolina State University started DTM research in 1997 [CN98a, CN98b]. 
Product development has been focused on IP technology [whp99a, whp99b, Hol98, Kah98]. It 
clearly shows the current status of DTM that many patents are filed, products are available 
[Hey98] on the market and standardization has started [Dynar, NetIns]. 

2.2.1.2 General Description 

The operation of DTM is based on multirate and either unicast or broadcast channels. It is 
designed for unidirectional medium with multiple access. The total medium capacity is shared 
by all connected nodes. Previous proposals and implementations are based on dual-bus 
topology, but folded bus and ring are also feasible. The architecture can be extended to 
include a large number of connected buses using switching nodes. 

The most important elements of a DTM network are the nodes and the hosts. Nodes are 
networking devices connected to the dual bus. Hosts are end-devices with a simple interface 
that connects them to a node. Host-host communication is based on the assistance of nodes. 
Nodes are responsible for resource allocation, connection establishment and release along the 
bus. Figure 2.2.1 shows the set-up of a dual-bus network. 

Node 1 Node x Node N-1Node 0

HostHostHostHostHost Host

 

Figure 2.2.1: Structure of a DTM bus 

The communication on the physically shared medium is realized by time division 
multiplexing scheme. The total capacity of the bus is divided into cycles of 125 microseconds, 
which are further divided into slots. A slot consists of a 64-bit data-word and some additional 
management bits. The sequence of slots at the same position in successive cycles is called 
DTM channel. 

There are two types of slots (and so DTM channels): data and static slots. Data slots are used 
for data transfer. The number of data channels specifies the bit-rate of a DTM connection. 
There is a token for each DTM channel, which is assigned to one of the nodes. Both free and 
used data channels have one and only one owner at a time. If a node has the right to use a 
channel, then it has full control on it: it can set-up a connection on it, send data within the 
connection, release a connection using the channel, or give the channel ownership to another 
node. 
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In the DTM protocol, the sender node is responsible for channel reservation even if it is the 
initiator or not. This is the most obvious solution if point-to-multipoint (multicast) 
connections are used. 

At system start-up, data channels (tokens) are allocated to nodes and they are transferred 
dynamically during the operation. Nodes can ask others for free data channels, if they do not 
have enough to serve a new request. This procedure is called channel (re)allocation or slot 
(re)allocation. 

The other type of slot, called static slot is used for broadcast control channels between the 
nodes. Nodes send control information in their static slots and listen to all the other static 
channels to receive control information. 

DTM uses a distributed channel reallocation algorithm [BLR93, BLR94]. A procedure for 
channel reallocation was proposed in [BLR96], which is referred to as KTH algorithm in the 
dissertation. In this method, nodes maintain a status table about the amount of free channels of 
other nodes. Nodes update their tables from messages captured from the control slots. The 
administration of status tables is a low priority task; therefore it can happen that tables are 
outdated.  

2.2.2 The DTM Protocol 

In [Boh94, Boh96, Hid96, Lin94, Lin96, Ram96a] the whole DTM protocol suite is described 
in detail. The DTM protocol suite allows other protocols to use DTM as a carrier network, 
and also supports native DTM applications that use DTM without any intermediate protocol. 
The architecture of DTM protocol can be seen on Figure 2.2.2 

Higher Layer Protocols

DTM Segmentation
and Reassembly (DSAR)

DTM Control Protocol (DCP)

DTM Access Protocol (DAP)

DTM User Network
 Interface (DUNI)

 

Figure 2.2.2 DTM protocol suite 

Most of the existing networking applications use protocol-suites (like TCP/IP, IPX, Appletalk 
or ATM) of packet switched networks for communication. The easiest way to support these 
applications is to carry the packets transparently, i.e. without any direct interaction with the 
application, through the network. The protocol element, which is called DTM Segmentation 
and Reassembly (DSAR) layer, transforms (segments) the larger packets of higher layer 
protocols to 64 bit DTM protocol data units (PDU) at the sender, and reassembles packets at 
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the receiver. Due to DSAR the transmission of packets over DTM can be done transparently 
for all upper layer protocols. 

DSAR uses three types of PDUs: head slot, data slot and idle slot. When an upper layer 
packet arrives to DSAR, first a head slot is generated. It contains  

- a Length field that shows the number of successive data slots for that portion of the packet 

- and an End of Packet field that tells the receiver if that is the last part of the packet 

Then the data slots are transferred. If there is nothing to transmit on the channel then the 
sender transmits idle slots. 

 

The next protocol element in Figure 2.2.2 is the DTM User Network Interface (DTM UNI) . 
This interface defines how the user accesses the service of the DTM network. It also describes 
the service primitives between hosts and nodes. The DTM UNI service primitives are 
messages between nodes and hosts for connection set-up, connection release, change of 
bandwidth and data transmission. 

Nodes have to communicate with other nodes in order to serve DTM UNI requests. The 
protocol that handles the node-to-node signaling and located below the user network interface 
is the DTM Control Protocol (DCP) . The main tasks of DCP are slot allocation, slot-to-
connection mapping, sender/receiver synchronisation and management. Nodes communicate 
using DTM Protocol Data Units (PDUs). DTM control PDUs are transmitted in control slots 
and data PDUs are sent in data slots. 

To illustrate the co-operation of UNI and DCP primitives Figure 2.2.3 shows the set-up of an 
acknowledged point-to-point connection. 

Sender
Host              Node

Receiver
Node           Host

UNI UNIDCP

UNI Create

UNI Indication

UNI Attach

DCP Announce

DCP Attach

UNI Announce

UNI Attach

 

Figure 2.2.3 Service primitives used during the set-up of a point-to-point connection 

Once a host wants to set up a connection, it sends a create primitive to its node via the user 
network interface. If the node can collect the requested number of slots via DTM Control 
Protocol, it sends a DCP announce message to the other node of the connection and it 
indicates (UNI indication) to its host that the requested resources have been allocated. The 
receiver node then forwards the DCP announce message to the destination host (UNI 
announce). If the destination host accepts the call, it sends a UNI attach primitive to its node, 
which transmits a DCP announce to the node of the sender host. Finally, the sender host 
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receives the confirmation, its node forwards the attach message via the UNI in a UNI attach 
primitive. 

The procedures for the following tasks are also described in [Lin96, Boh96]: 

- Receiver initiated multicast connection set-up 

- Rejection of connection set-up 

- Sender initiated connection release 

- Receiver initiated connection release 

- Change of bandwidth 

- Data to connection mapping 

- Requested slot allocation 

- Direct slot transfer 

- Status message sent between nodes 

The lowest protocol in the DTM protocol suite is the DTM Access Protocol. While the 
previously introduced protocols fit into the second OSI layer (Datalink layer), this is located 
at the Physical layer. It defines the access to the physical medium. The main units of the time 
division multiplexing scheme already introduced in Section 2.2.1 can be seen in Figure 2.2.4. 
A frame (or base frame) consists of multiple cycles and used for multiplexing multiple sources 
in a DTM channel. Frames are similar to multiframes and superframes in GSM [Rah93]. The 
description and analysis of multiplexing methods using frames will be described later in 
Chapter IV. 

 1                                 ........
 
                                 64

.......

..............

..............

Bits

Slots

Cycles

Frames

125µs

Control Data

 

Figure 2.2.4 Definition of frame, cycle and slot of DTM 

2.2.3 Resource Management 

One of the most important questions is what kind of channel allocation algorithms to use in 
DTM. In this section, the basic types of allocation algorithms are introduced. The variants of 
distributed channel allocation algorithms are not discussed here in detail because the whole 
Chapter III is dedicated to their analysis. 
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2.2.3.1 Slot Allocation 

Two basic types of channel allocation algorithms were developed in DTM: centralized and 
distributed. 

In the centralized scheme there is a slot server. When a node wants to set up a connection, it 
has to ask the slot server for free channel. In the distributed scheme, each node has its own 
pool of slots. They only request channels from other nodes if local channels are not enough to 
serve a new request. 

The disadvantage of using the distributed approach is that the synchronisation of nodes (status 
tables) causes an additional control load. Its advantage is that in case there are enough free 
slots locally the connection set-up time is shorter (no slot request). The distributed scheme is 
more fault-tolerant because it does not rely on a single slot server. The third disadvantage of 
the centralized scheme is that the slot server may become the bottleneck in the system. If 
distance between nodes increases the distributed solution outperforms the centralized one. 

2.2.3.2 Fragmentation 

The DTM Control Protocol handles channels in blocks. A block is a set of consecutive slots. 
A control message can only transfer one block at a time. If e.g. a connection consists of N 
blocks then N DCP announce messages should be sent to the receiver. Therefore, it is 
desirable to keep free channels in large blocks to reduce the signaling load and connection set-
up time. 

A fragmentation-avoiding algorithm is proposed in [Lin96]. In the algorithm, each slot has a 
home node. Home node of slots is set at start-up time, so that each node has a single block. 
There is a counter associated with each slot. The counter can for example store the time 
elapsed since the slot left its home node or the number connections the slot was used by. 
When the counter reaches a certain limit, the slot is transferred back to its home node. 

The home node associated with a slot can change during the operation of the network, so 
more slots can be assigned to high capacity nodes. 

2.2.3.3 Quality of Service 

As the bandwidth of connections in DTM can be any multiple of 512 kbps, the primary 
performance measure in DTM is the bandwidth of the connection. In the basic protocol of 
DTM, there is no statistical multiplexing between connections, i.e. a connection uses its whole 
bandwidth up to the peak. So - with ATM terminology [ATM96] - there are constant bitrate 
connections (CBR) in DTM. The allocated bandwidth can be renegotiated during the 
connection, so to refine our naming, DTM connections are dynamic constant bitrate 
connections (dynamic CBR). 

In the basic DTM protocol [BLR96] rejection policies can also be used to distinguish between 
connections. Rejection policy is used when a node can not allocate the resource requested by 
its host. There are three different rejection strategies [BLR93]: 

- Fixed: The node rejects the connection immediately if available resources are not enough, 
and signals it to the host. 

- Flexible: The connection is set up with resources that were available. If the host does not 
accept the offer, it can remove the connection. 
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- Negotiated: A negotiation takes place between the host and the node to decide if the 
connection should be set up. 

In the case of the negotiated policy, there is a minimum acceptable bandwidth parameter. The 
network rejects the request if the allocated resources are below this parameter. 

Chapter IV proposed slot level multiplexing strategies using priorities. In those proposals, 
QoS classes are separated with priorities. 

2.2.4 DTM Enhancements 

There are a number of DTM features that have been developed since the implementation of 
the first DTM prototype [BLR93, AH93, Kar93]. The following enhancements are introduced 
in this subsection: 

- Fast Channel Creation 

- Fast Channel Establishment over Several Hops 

- Dynamic Signaling 

- Virtual Networks 

- Slot reuse 

- Parallel DTM 

2.2.4.1 Fast Connection Establishment [LB94] 

In case of long distances confirmation based protocols are not effective because the 
propagation time of the acknowledgement message is too long. Fast channel creation is a non-
confirmed connection set-up method. Data is sent directly after the DCP announce message, 
without waiting for the attach message. The advantage of this solution is that the set-up time 
of unconfirmed connections are shorter with the double of the propagation time between the 
sender and receiver. Its disadvantage is that the receiver can not reject the connection without 
data loss or buffering at the sender side. 

This solution operates as a packet switched network: The announce message can be thought 
of as the packet header, the data as the payload of the packet, and the remove message as the 
packet trailer. 

2.2.4.2 Fast Connection Establishment over Several Hops [LB94, Lin96] 

The other procedure that slows connection establishment down is slot allocation. In case there 
are a number of switching nodes between the sender and the receiver, the usual procedure of 
the set-up is the following: 

When a switching node receives an announce message one of the connected dual-buses, it 
first tries to allocate the requested number of slots on the other dual-bus. If the allocation was 
successful it sends an announce message to the next switching node along the path to the 
receiver. 

Fast connection establishment over several hops accelerates this procedure. Switching node 
operating according to the improved protocol sends immediately a special message (DCP 
create) to the next hop after it receives a request (DCP create) from the previous hop without 
allocating the slots for the connection. The announce message is sent in the same way as it 
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was in the previous version: when the node receives the announce message from the previous 
switch and the slot reallocation is successful. The advantage of this solution is that switching 
nodes along the path can allocate slots parallel to a DTM connection. 

2.2.4.3 Dynamic Signaling [Lin96] 

In the prototype the number of control slots was constant during the operation of the network. 
Dynamic signaling allows nodes to change the number of their control slots. Nodes therefore 
can use the optimal number of control channels. This is a very important feature because if the 
signaling capacity is insufficient it effects the performance of the node significantly. On the 
other side too many control slots degrade the performance because the bandwidth of unused 
control slots is wasted. 

Nodes with low signaling requirements share one channel using frames. Each node uses on 
slot in a frame, in other words it has access to a control slot in every Mth cycle, where M is the 
number of cycles in a frame. In M is equal to 8 the capacity of the signaling channel assigned 
to one node is 64 kbps instead of the 512 kbps capacity of the whole DTM channel. 

2.2.4.4 Virtual Networks [Lin96, whp99b] 

Virtual networking, or building several logical networks on a common physical network is 
supported by changing the operation of control channels. In DTM virtual networks, signaling 
messages are not broadcasted, they are directed to (observed by) nodes that belongs to the 
same virtual network. The extreme case of virtual networking is a point-to-point control 
channel between a server and its client. 

2.2.4.5 Slot reuse [Ram96a, Ram96b] 

Slot reuse is a means to better utilize multiple access synchronous systems. It allows 
physically non-overlapping connections to use the same slots for communication. 

Figure 2.2.5 presents the map of connections (with grey). Nodes in the order of physical 
location are shown on the horizontal axis, and the slots are displayed on the vertical axis. For 
example there is a connection between node 1 and node 7 that uses slots 1, 2 and 3. Without 
slot reuse the connection between node 10 and node 15 would not be able to use the same 
slots. 

Slot reuse is implemented in hardware in most of the other technologies like DQDB [MS97], 
CRMA-II [ALS94], ATMRing [WR97, RW96, IHK90, IIK94] and Metaring [CCO92]. DTM 
provides a software solution by extending the block token format. Control messages include 
the segment information (physical part of the bus between two nodes) along with the slot 
number dimension when reallocating slots, establishing and releasing connections. 
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Figure 2.2.5 - Slot reuse 

2.2.4.6 Parallel DTM [BL95,Lin96] 

Another way to increase the performance of a DTM network is to parallelize its operation. In 
[BL95, Lin96], the use of wavelength division multiplexing (WDM) and space division 
multiplexing (SDM) is shown. In the examined implementation it was assumed that a node 
could send on one frequency (or physical fiber in SDM) and receive on all of them. To type of 
nodes are used: partially equipped and fully equipped nodes. A partially equipped node can 
only receive on a subset of frequencies (or physical fibers in SDM) simultaneously while fully 
equipped ones can listen to all of them. The usage of partially equipped nodes introduces 
destination conflict. That is, a call is blocked because the receiving node is the receiver of 
another connection that uses the same slot on another frequency (or physical fiber). So a 
connection can be blocked even if the sender can allocate the necessary resources. 

Similarly to slot reuse, in case of WDM networks the wavelength can also be reused in 
physically non-overlapping segments of the network. [Lin96] discusses the performance 
issues of all aspects of parallel DTM. 

2.2.5 Interoperation [Hid96, whp99a, Hol98] 

As DTM is connection-oriented technology that can provide very high speeds, it has many 
common features with ATM. Due to its connection-oriented operation, a special protocol is 
required to interconnect it to broadcast based multiple access networks (like Ethernet, Token 
ring and FDDI). Two protocols are presented here: DTM LAN Emulation and IP over DTM. 

2.2.5.1 DTM LAN Emulation 

The operation of DTM LAN Emulation (DLE) protocol is very similar to that of ATM LAN 
Emulation [FM96]: 

- It allows DTM to be used as a bridge between different segments of an Ethernet network 

- and it integrates Ethernet and DTM nodes in the same local area network. 

The basic elements of DLE are DLE server (DLES) and DLE client (DLEC). Their function 
corresponds to that of LES and LEC in ATM LAN Emulation [SM98, Min96].  

When the DTM network connects Ethernet segments, Ethernet gateways are required at the 
border of the DTM and Ethernet networks. The operation has the following steps in this case: 
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- When an Ethernet frame arrives to an Ethernet gateway, the DLEC function in the 
gateway looks at the destination address of the frame: 

- If it is a broadcast address, the DLEC forwards the packet (on a DTM channel) to the 
DLES for broadcast. 

- If the destination is at the same Ethernet segment as the gateway, it does not have to do 
anything with the frame. 

- If the destination is not at the local Ethernet segment, DLEC looks its table for the DTM 
address of the gateway that belongs to the destination. 

- If there is and entry, the gateway forwards the packet. 

- If the DLEC does not know the address it sends a MAC-to-DTM address resolution 
request to the DLES, and when it receives the reply it builds up a DTM connection to the 
destination DTM address. 

2.2.5.2 IP over DTM 

IP over DTM – similarly to IP over ATM [rfc1483, rfc1577, SM98] at ATM protocol - is 
aimed to specify how IP packets are transferred through a DTM network. Its operation 
consists of two levels.  

First, there is a conventional IP network. Routers and their DTM connections define the 
structure of the logical network. IP packets are forwarded from router to router (hop-by-hop) 
until they reach the router connected to the subnet of the destination. Each router has to look 
at the network layer destination address of each packet and choose where to forward it. This 
store and forward operation requires high processing capacity at routers and is not able to 
guarantee low delay and delay variation needs of IP flows. 

Consequently - as the second level - a protocol allows the establishment of shortcut DTM 
connection between sender and receiver nodes. It works at the presence of the following 
conditions: 

- the application signaled its QoS demand so that it needs a dedicated (shortcut) connection 
between the sender and the receiver 

- the router detected a large flow, and the IPOD system establishes a direct DTM 
connection to its destination. 

The operation of shortcut establishment is very similar to that of Multiprotocol over ATM 
(MPOA) standard [MPOA]. The main difference is that IP over DTM does not rely on the 
concept of emulated LANs. 

IP-to-DTM address resolution, which is needed during shortcut establishment, is based on 
Next Hop Resolution Protocol (NRHP) [NHRP]. 

The IPOD system has three types of nodes: 

- IPOD client 

- IPOD router 

- IPOD border router 

The IPOD client node is directly connected to the DTM network. It is an end node without 
any routing functionality. It has direct connection to one or more IPOD router where it sends 
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the packets for hop-by-hop forwarding. It decides when to create shortcut for a flow. It also 
contains an NHRP client to request for NHRP address resolution. 

The main tasks of the IPOD server are packet forwarding and exchange of IP level routing 
information using standard routing protocols (e.g.: OSPF, BGP). As it has also NHRP server 
functionality, serving IP-to-DTM address resolution requests is also its task. 

The IPOD border router is an IPOD server with additional functions. It is connected to non-
DTM networks. It handles shortcuts on behalf of these networks. 

Finally, Table 2.2.1 presents a functional comparison of DTM LAN emulation and IP over 
DTM: 

 OSI layer Applicable network 
protocols 

main purpose 

DTM 
LAN 
Emulation 

Operates at layer 2;  
deals with MAC 

addresses 

all integration of DTM with 
Ethernet networks 

IP over 
DTM 

Operates at layer 3 
deals with IP 

addresses 

only IP interoperation with non-
DTM networks 

Table 2.2.1 – Comparison of DTM LAN Emulation and IP over DTM 

2.3 Performance Studies of DTM 

This section covers the most important publications related to DTM performance analyzes, 
which is the background of the performance study that to be presented in Chapter III. As 
Chapter IV is devoted to the analysis of multiplexing methods in time division multiplexing 
systems, which is not directly related to DTM, the related literature will be discussed there. 

 

The most extensive performance studies of DTM were carried out based on the basic channel 
allocation protocol (i.e. without WDM and slot reuse) [BLR96] with dual-bus topology. Most 
of the studies analyzed the aggregate throughput and average access delay. 

[BLR96], the first performance study of DTM focused on the effect of overloaded signaling 
and data capacity. The traffic model of the simulations was simple. Transfer requests were 
generated by Poisson processes and source and destination addresses were uniformly 
distributed. The slot allocation method was distributed using status tables and closest first 
request order during retry. 

It was shown in [BLR96] that there is no break-down in throughput and access delay at high 
offered loads if there is enough signaling capacity. The lack of signaling capacity, however, 
resulted in large performance degradations: 

- When the network was loaded with short but frequent connections (1kB data transfers), 
the throughput decreased, and access delay increased dramatically above 0.4 offered load. 

- When the limit on channel reallocation retries was increased to 20, the same effect was 
observed at less frequent calls (16kB data transfers). 
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The effect of distance on performance was also studied. It was found that below a bus-length 
of 100 km, the performance is independent of the bus-length. At a bus-length of 1000 km the 
throughput decreased, and the access delay increased significantly. 

The paper used a traffic model (Poisson arrival, constant holding time) that is not applicable 
for bursts of real data traffic. Poisson arrival process is less bursty than the arrival process of 
bursts in a real network is. Therefore, performance results presented in the paper are too 
optimistic (see later in Section 3.4.3.2). 

The fairness of the used channel allocation procedure was not studied in the paper at all, 
therefore, the main weakness of the used algorithm remained hidden for the reader. 

 

[Boh96] focused on the performance of rectangular topologies. The effects of different 
factors like processing, control and data capacity; distance of nodes; and number of nodes. 

[Boh96] also gave a short performance study of slot allocation techniques in DTM. It 
compared the centralized slot allocation to three distributed slot allocation techniques. Closest 
first, Most slot first and Broadcast distributed slot allocation algorithms (all with status tables) 
were simulated. It was shown that at large bus-length the Closes first algorithm had the best 
performance. The arrival of connection requests were modeled with Poisson process for 
smooth sources, and with two-state Markov Modulated Poisson Process (MMPP) [GH85, 
Kle75] for bursty sources [JR86, PF95]. 

The assumption of the paper, namely having a network with regular rectangular topology is 
very specific, and the performance results are hard to apply to a real scenario. The paper did 
not considered fairness, which is a very important aspect of channel allocation.  

 

[CN98a] and [CN98b] also analyzed the performance of a DTM dual-bus with slot allocation 
algorithms using status tables. 

[CN98a] presented an analytical model for DTM access nodes based on the multi-rate 
Engset model. The mathematical model provided an estimate for the access blocking 
probability of DTM nodes in ideal conditions. 

The model used in the paper provides valuable results when the duration of the connection 
set-up time and the load of signaling traffic are negligible. As these are two of the main 
differences between channel allocation algorithms, the presented model hides all differences 
between channel allocation methods, and can not be applied for their comparison. 

 

[CN98b] carried out a simulation study to compare centralized and distributed slot allocation 
methods. A new factor, not studied in [Boh96], was examined: the requested bandwidth of 
connections. Both the algorithms and the model assumptions were adopted from previous 
studies.  

 

[Ram96a] and [Ram96b] gave a performance study of DTM networks using spatial 
bandwidth reuse. Both central and distributed slot allocations were considered. The effect of 
bursty traffic, distance of nodes and length of transfers were simulated. It was shown that in 
most of the cases slot reuse improves the throughput of the network with a factor of two. 

To develop a fair spatial bandwidth reuse algorithm in dual-bus networks is a very hard 
problem (see for example: DQDB [MS97]). The aspect of fairness was not addressed in these 
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works. That is, the results of a potential fairness study might completely change their 
conclusions. 

 

In [Lin96] various performance aspects of parallel DTM  were studied. Bursty (MMPP) and 
Poisson sources, unicast and broadcast connections, distributed and centralized slot server, 
sender and receiver blocking, partially-equipped and fully-equipped nodes were also 
simulated.  

Although fairness was not studied in detail in [Lin96], it was mentioned that due to receiver 
blocking the network is inherently unfair.  

 

None of the previous performance studies of DTM provided conclusions about fairness, 
therefore my contributions are the first ones in this area. 

Most of the papers dealing with channel allocation methods compared the centralized and the 
distributed methods. Comparison of different distributed slot allocation methods was 
addressed only in [Boh96], so this aspect of the dissertation is also a novelty in the DTM 
literature. 

Therefore, the main objectives of the dissertation, which are related to call level analysis, are 
not addressed by these performance studies. 
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Chapter III: Performance of Call Level Characterist ics of DTM 

3.1 Introduction 

This chapter is devoted to the performance analysis of channel allocation algorithm of DTM. 

The basic methodology of the performance analysis to be presented in this section is 
simulation. Measurements were not carried out due to the lack of DTM devices. I did not 
analyze channel allocation algorithms with mathematical means because it would have 
required significant simplifications [CN98a], which are only applicable to an ideal DTM 
system where the delay of channel allocation is zero. The main focus of my work is the 
comparison of different channel allocation methods where this ideal operation can not be 
assumed because the main difference between the considered algorithms is in the channel 
allocation delay (set-up time).  

As stated among the objectives of the dissertation one of the goals of this work is to propose 
new channel allocation algorithms to improve the aggregate performance characteristics and 
the fairness of DTM networks. I proposed two minor modifications to the channel allocation 
algorithm, which is used in the DTM prototype implementations in [J2] and [C3]. These 
variants are analyzed in Section 3.4. I also proposed a new algorithm, which is called 
smoothing algorithm in [J2] and [C1]. It is analyzed in Section 3.5. 

The variants of the algorithm used in the prototype implementation are analyzed in two steps. 
First, a fairness study is presented, which requires the analysis of per node performance 
characteristics. Then the aggregate performance is analyzed. The main achievement of this 
section is the result of the fairness analysis. 

A common drawback of the algorithms analyzed in Section 3.4 is that there is significant 
difference between the performance of nodes with different traffic load. The main 
achievement of smoothing algorithms, which are proposed to enhance the performance of 
channel allocation, is that they are able to correct this undesirable property. 

 

Before presenting the results in Section 3.4 and 3.5, an overview is given in Section 3.2 about 
the simulation platform developed for DTM network in HSNLab. The model of the simulated 
DTM network, which includes three network loading profiles and two source models, is 
described in Section 3.3. 

3.2 Simulator 

3.2.1 Overview of the Development of the DTM Simula tor 

As our goal was to evaluate the characteristics of the DTM network and develop new 
algorithms and operation methods, we decided to develop a DTM simulation in 1996. There 
was no available simulation environment for us that time, so a completely new environment 
was developed in C++. There were many versions of the simulator and it was completely 
rewritten two times. 

The first version of the software was designed by Gábor Szabó and me, and was implemented 
by József Molnár and Ákos Erd

�
di. The input was read and the output was written to files, the 
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code was written in ANSI C, so the program was source compatible across many platforms. 
Practically, two platforms were used: the development was in MS-DOS operating system and 
the simulations ran on a Linux machine. 

Later, József Molnár and I made the continuos improvement and development of the software. 
In 1997, the simulator was rewritten to support a more sophisticated node and bus model 
(supporting input and output queues, exact propagation delay calculation etc.). More and more 
variants of the existing channel allocation algorithms and also new ones were implemented. 
The code was also optimized for speed (by improving the operation of the scheduler of the 
global event queue). 

The third version of the software intended to improve the user interfaces. The program was 
moved to Windows95/NT platform and a graphical user interface was added by the support of 
Visual C++. Now, there is no need to directly edit the input configuration files. All 
configuration parameters can be set using a user-friendly GUI. 

The development of the user interface has not finished yet. Now, the simulator generates a lot 
of verbose output files that need to be further processed in e.g. Gnuplot or Microsoft Excel to 
obtain the final graphs and tables. 

All versions of the simulation software have object-oriented design, and have a global event 
queue for intra-node and inter-node messages. 

3.2.2 Modeling Assumptions 

This section summarizes the main assumptions, which the development of the simulator was 
based on. The models of the DTM system are discussed in three groups. First, it is clearly 
stated, which DTM variant was implemented in the simulator from the family of DTM 
systems. Then the model of nodes follows. Finally, the models of hosts – which are seen as 
traffic generators here – are described. 

3.2.2.1 General Model 

The simulator is tailored to the main focus of my work, namely to the study of channel 
allocation methods. This topic is too broad, therefore the studied system has the following 
properties: 

- Only one node can reserve a given slot a given time. That is, spatial slot reuse , which was 
presented in Section 2.2.4.5, is not implemented in the simulator. 

- Signaling capacity is allocated to nodes statically in 512 kbps steps. That is, base frames 
and dynamic signaling, which was described in Section 2.2.4.3, is not considered. 

- Both set-up and release messages need acknowledgement. That is, fast channel creation, 
which was introduced in Section 2.2.4.1, is not implemented. 

- Wavelength division multiplexing, which was discussed in Section 2.2.4.6, is not used. 

These properties of the general model of the simulator are based on the DTM model published 
in [BLR96]. 

The most extensively studied topology of DTM networks is the dual-bus, therefore the 
simulator is also based on dual-bus. The number of nodes and the number of hosts connected 
to a node, and the distance between nodes can be arbitrary. 
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3.2.2.2 Node Model 

A proper node-model is necessary to analyze the operation of the network in the case of 
overload situations. The node model of the simulator can be seen in Figure 3.2.1. 

If processing capacity is overloaded then messages waiting for the node processor are stored 
in input control buffers. If control capacity is too low, output control buffers are needed to 
delay control messages until free control slots are available.  
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Figure 3.2.1 - DTM node model 

The following assumptions are made on the parameters of the elements of the node model: 

- In order to avoid overflow of input buffers, they should be large enough to store control 
messages arrived within a few cycles.  

- Based on the assumptions in [BLR96], we also assume that the processing time for all 
control messages is the same (sµ5 ) 

- Each control message could be transmitted in a single time-slot (64 bits). 

- One control channel belongs to each node. 

In order to keep even a congested node in operation, message dropping and call blocking 
mechanisms have to be applied at the node. The following rules are in effect independently of 
the used channel allocation algorithms. 

Control messages from other nodes that require a reply (connection set-up request, channel 
request, connection release request, background channel allocation request), or necessary for 
the node to continue its operation (connection set-up reply, channel request reply, background 
channel allocation reply) are never dropped even if the input buffer overflows. If these types 
of messages were discardible, only time-outs would solve the problem of closing broken 
channels, which should be avoided in a high-speed network. 

Control messages from other nodes that don't require a reply (e.g.: status table updates) are 
dropped if the input buffer exceeds a given value. Though it causes small inconsistencies 



Chapter III: Performance of Call Level Characteristics of DTM 

23 

(e.g.: in status tables), it does not set back the operation of the nodes while the number of 
messages waiting for the node processor is decreased. 

Auxiliary messages sent to all other nodes (e.g.: status table updates and balancing messages) 
are dropped if the output buffers exceeds a given value. This reduces the congestion in the 
control capacity, while it causes only a small inconsistency in the operation. 

Set-up requests from a local host are blocked immediately, and they are not passed to other 
nodes, if the output buffer exceeds a given value. This rule moderates the congestion in the 
signaling capacity as well. 

If the output buffer of an initiator node overflows, the calls being set up are blocked, if the 
node tries to send a connection set-up request for this call. 

3.2.2.3 Host Model 

Hosts are the traffic generators in the simulator. It is assumed that a host generates 
connections according to a given process with the same parameters during the whole 
simulation period. The distribution of three parameters can be configured for each host: 

- the interarrival time of connections; It can be  

- the time between the end of a connection and the beginning of the next one 

- or the time between the beginning of two successive connections 

- the holding time of the connections 

- the bandwidth of the connection 

The simulator allows using many kinds of distributions. The distribution of the host 
parameters depends on the applied traffic model. The detailed traffic models will be described 
later in Section 3.3.2. 

It is assumed that the duration of a host-node communication is negligible. The connection 
set-up times do not include the delay coming from host-to-node messages. 

3.2.3 Implementation 

The simulator is designed with object oriented methodology. The main reason for using 
object-oriented design is that it is able to cope with high level abstraction of real elements of 
the communication like bus, node, host, connection and control messages. These network 
elements are mapped to Bus, Node, Host, Call and Event object classes. Several other object 
classes are defined in the program, [Mol98] includes their detailed description. 

 

The simulator is based on event driven operation. That is, there is a scheduler, which ensures 
that the next event (e.g. control message) is always removed from the list of waiting events 
and its action is executed. The action of events usually generates new events, which are 
inserted to the event queue according to their attached time-stamp. The time-stamp of an 
event show the time when the action of the event is executed. 

 

The simulation program makes it possible to study various features of the network. There is a 
list below with the characteristics written to output files: 
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Values logged for each node separately for both directions: 

- number of blocked and served connections 

- average and maximum connection set-up time 

- average and maximum queuing delay in the output buffers 

- number of connections that experienced a given number of channel reallocation retries, 
separately for succesful and blocked calls 

- probability mass function of free channels 

- average number of free and used channels 

Values logged for each node: 

- average queuing delay in the input buffer 

- number of lost status table update messages 

Values logged for each host: 

- number of blocked and served connections 

 

The simulator is checked thoroughly for errors. The simulator supports two tools to simplify 
this process.  

- An output file can be generated where there is a list of all events related to a given node 
with the state of the node in the delivery time of the event. This tool is useful to test the 
implementation of new channel allocation algorithms. 

- Another output file can be written with the generated random numbers (for interarrival 
time and holding time). The statistical parameters of the random number generators can be 
checked with this file. 

To test the correctness of the initial model there are many characteristics of nodes and hosts 
that can be logged [Mol98].  

3.3 Network Model 

A DTM dual-bus contains nodes and hosts. The network model to be described has two parts: 
the network load profiles and the host models. 

- Host models characterize the call level properties of traffic sources. Interarrival time, 
holding time and requested bandwidth are the three characteristics used in host models. 

- Network load profiles define how hosts are distributed along the network. The number of 
hosts connected to each node and destination of connections generated by hosts are the 
main parameters of the network load profiles. 

It is assumed throughout the dissertation that the DTM dual-bus has 622 Mbps line speed in 
both directions, so 1200 data slots are available for the channel allocation algorithms. 

The next sections present three network load profiles and two host models. 
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3.3.1 Network load profiles 

A great part of the following sections studies the fairness of DTM networks. It is hard to 
interpret fairness in an environment where the load of network nodes different. To avoid this 
problem, during the fairness studies the analyzed nodes generate calls with the same statistical 
parameters regarding both the arrival intensity and the holding time distributions. To 
emphasize the characteristics of the dual-bus, however, it is allowed that nodes share their 
calls differently between the direction of the dual-bus. Consequently, even though the load of 
the dual-bus is even, the load of one direction of the dual-bus can be uneven. 

Based on these concepts, three basic network load profiles are proposed in this section. All of 
them can be associated with a real network scenario. The load of a real network can be 
obtained as the superposition of the described network loadings. 

The first traffic profile, called external traffic profile, assumes that nodes communicate with a 
node at the end of the bus. The second one, so-called client-server traffic profile, gives a 
scenario where nodes communicate with a node in the middle part of the bus. According to 
the peer-to-peer profile all nodes communicate with all other nodes attached to the same dual-
bus. 

The following subsections give a detailed description about the network scenarios. Most of 
the simulations were based on a dual-bus with 100 nodes that is why this number is used 
throughout the description. 

3.3.1.1 External Traffic 

The first network scenario considers connections to external nodes. 

A complex DTM network consists of many connected dual-buses. Two dual-buses are 
synchronized by a switching node, which is attached to the end of both dual-buses [Lin96, 
Boh96]. The interest of this work is a single dual-bus, therefore a connection to a host outside 
the simulated dual-bus is modeled by a connection to the switching node. Blocking 
probability and set-up delay of a real external connection are higher because here only the part 
of connection blocking and connection set-up delay affected by the conversations between 
nodes on the observed dual-bus are considered. The results, however, can be used to compare 
the characteristics of the nodes. The relative values of the main characteristics are enough to 
examine the fairness of the dual-bus network. 

It is assumed that hosts initiate bi-directional high level connections to the switching node. A 
bi-directional connection should be set-up as two unidirectional connections at the DTM 
access control level. The backward direction of the connections, where the initiator is the 
receiver, is replaced to a unidirectional connection between the same hosts and with the same 
direction but with sender initiation. According to this replacement 99 virtual hosts are 
connected to the switching node. The simplified model is:  

- 1 host is attached to each node except the switching node and it generates connections to 
the switching node at the end of the bus 

- 99 hosts are attached to the switching node and each of them generates connections to one 
of the hosts attached to other nodes. 

The statistical parameters of the hosts are the same, so the intensity of the switching node is 
99 times higher than the intensity of the other ones. 

 



26 

The offered load of the unidirectional buses can be seen in Figure 3.3.1. Nodes have the same 
offered load on bus 0 (going towards the switching node) except the switching node, which is 
idling. On bus 1 only the switching node reserves channels. 

This is the very basic load scenario from fairness point of view, because the load of the 
unidirectional buses is also evenly distributed. 
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Figure 3.3.1 - Offered load in the external traffic scenario 

3.3.1.2 Internal Traffic - Client-Server Model 

The second network scenario considers connections between clients and a server. 

A large part of the traffic in a LAN is directed to the server. In this model, it is assumed that 
this is the only traffic type in the dual-bus. 

Because of the physical properties of the dual-bus, the maximal throughput of a node in the 
middle of the dual-bus is twice as much as it is at the end of the bus. Therefore the optimal 
place for a server is the middle part of the dual-bus. Apart from this fact, the traffic scenario is 
like in the case of the external model. If the receiver-initiated parts of the connections are 
substituted with similar but sender initiated connections between the same hosts, the 
following hosts are needed: 

- 1 host is attached to one client node and they generate connections to the server in the 
middle of the bus 

- 99 hosts are attached to the node of the server and each of them generates connections to 
one of the hosts attached to client nodes. 

The statistical parameters of the hosts are the same, so the intensity of the node of the server is 
99 times higher than the intensity of the nodes connected to client hosts. 

 

If one has a look at one of the unidirectional buses in the client-server set-up, it can see that 
half of the client nodes generate with the same (non-zero) intensity and the other half of them 
are idling. The offered load of the server directed to this bus is 50 times higher than the load 
of the sender client nodes. 

As it can be seen in Figure 3.3.2 the load profile of the bus in the other direction is the same 
but mirrored. 
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Figure 3.3.2 - Offered load in the client-server traffic scenario 

3.3.1.3 Internal Traffic - Peer-to-Peer Model 

In the case of peer-to-peer model there is no special node. Each node has 99 hosts. Each host 
generates unidirectional connections to one of the hosts attached to another node. The 
destination node is different for each host of a node. The traffic parameters are the same for 
every host along the dual-bus. 

The traffic profile of the unidirectional buses can be seen in Figure 3.3.3. If only one of the 
buses is considered the offered load of the nodes is proportional to the distance from the end 
of the bus. 
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Figure 3.3.3 - Offered load in the peer-to-peer traffic scenario 

3.3.2 Host Model 

In our model hosts are traffic generators. Most of the simulations used a bursty traffic model 
as current data traffic has bursty characteristics [CB96, KA97]. The model of traditional 
networks, the Poisson model [Gir90] is also used in a few cases to examine dependence of 
performance on burstiness of traffic. 

The host models define the distribution of three characteristics in both cases: 

- interarrival time, which is the time between the connection set-up requests 

- holding time, which is the duration of a connection 

- bandwidth, which is the bandwidth reserved for the connection 
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Both in Poisson model and in the bursty model all hosts initiate bi-directional point-to-point 
connections and they require the bandwidth of one channel in both directions. That is, the 
requested bandwidth is deterministic and its value is 512 kbps. 

3.3.2.1 WWW Model 

The traffic model of the bursty traffic is based on the analysis of World Wide Web traffic. 
The burstiness of the WWW traffic at the connection level is due to the operation of the 
current version of the HTTP protocol (http 1.0) [http]. The protocol establishes a separate 
TCP connection for each object on a http page. If for example there are 5 graphics on the page 
then 6 TCP connections (1 for the body text and 5 for the graphics) are used. It introduces 
burstiness into the traffic because the interarrival time between page downloads depends on 
the reaction time of the user (typical greater than 3 s) and interarrival time between 
connections for the objects of the same page depends on the protocol. 

The analysis of Web traffic showed that the user-initiated TCP session arrival process could 
be well modeled by Poisson processes like in classical telephony [PF95]]. However, the 
Poisson process cannot be used for modeling the arrival of WWW requests because it 
contains several non user-initiated requests. Several studies suggest the use of long-tailed 
distributions such as Weibull or Pareto distributions for modeling the arrival process of 
WWW and for estimating the size of requested documents [CB96, Den96, Vic97]. The 
WWW host model is based on these studies. 

 

The inter-arrival time of the WWW requests (X) is modeled by a Weibull distribution given 
by the probability density function 

( ) ( )βλββ βλ xexxf −−= 1  (3.3.1) 

where the parameter β  and the parameter λ depend on the generated traffic profile. 

Analytical studies of arrival process of WWW requests suggested the use of parameter 
3

1=β  

[Den96]. With this value the mean of the inter-arrival time is  
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λ
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The holding time T of a request is modeled by the Pareto distribution given by the probability 
density function 
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where the parameter is chosen to be 9.1=α . The parameter k depends on the assumed mean 
size of the files to be transmitted. 

The mean holding time T of a requested connection is  
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The parameters were selected based on the analysis of measured WWW traffic [Den96]. 

3.3.2.2 Poisson Model 

The second type of host model assumes that DTM calls are generated according to a Poisson 
process [Gir90] with exponential holding time distribution. The exponential distribution is 
given by the probability density function 

tetf λλ −=)(  (3.3.5) 

The mean of the exponential distribution is 

( )
λ
1=tE   (3.3.6) 

3.4 Characteristics of Set-up Time Channel Allocation Algorithms 

3.4.1 Description of Set-up Time Channel Allocation  Algorithms 

In the basic distributed channel reallocation algorithm of DTM [BLR96], nodes maintain a 
status table about the amount of free channels of other nodes. Nodes update their tables from 
messages captured from the control slots. The administration of status tables is a low priority 
task for nodes, therefore tables might be outdated. If the signaling load of the DTM bus is 
high or the processing capacity of a node is overloaded, its status table becomes outdated. In 
this work two models are applied regarding processing and signaling capacity: 

- In the first model, it is assumed that signaling and processing capacity does not cause 
bottleneck, and nodes send out status table update messages after each change. 

- In the second model, it is assumed that there is no signaling capacity for status table 
update messages, i.e. status tables are useless. That is, nodes try to get free channels from 
others without any apriori knowledge. 

3.4.1.1 Using Status Table: KTH-S algorithm 

It is assumed in this algorithm that there is enough signaling bandwidth and processing power 
to keep status tables up-to-date. 

The details of the operation are the followings: 

There are two connection set-up methods: one for the case where the initiator of the 
unidirectional connection is the sender (it can be called write request) and one for the read 
request case where the initiator is the receiver of the data. 

a, Sender is the initiator (write request) 

If a host wants to send data to another host, it requires a connection with M channels from the 
connected node. The node first checks its local pool to see if it has enough channels to satisfy 
the request. If so, it immediately sends a connection establishment message to the destination 
node. Otherwise, if it has only N free channels where N<M, it sends out reallocation messages 
requesting M-N channels. The node first sends a request to a node, which has free channels 
according to the status table. The node that receives the request for K channels and has an 
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amount of J free channels will always offer min(J,K) channels. If the node transferred J 
channels (J<K), then the requester node sends a reallocation message to another node with 
free channels, and so on. The requester node sends out request messages until all nodes with 
free channels are asked or the number of retries reaches a limit (retry limit) or the necessary 
number of channels is collected. If this last one is the case, the node sends a set-up request to 
the destination node. After acknowledgement arrives from the destination, data transmission 
can start immediately. 

b, Receiver is the initiator (read request) 

The node of the initiator host forwards the connection request to the destination node. This 
node, which will be the sender within the connection, allocates the required number of 
channels according to the above-mentioned procedure. After channel reallocation is finished it 
sends a positive or negative acknowledgement to the initiator node, and so it can start 
transmitting data. 

This procedure is almost the same to the previous one. The difference is that not the initiator 
node is responsible for channel reallocation.  

During the simulations, three request orders where used. They are described in the next 
subsection - in Section 3.4.1.2. The algorithms according to the request orders are referred to 
as KTH-S-CF, KTH-S-LR and KTH-S-RA.  

Now we finished the description of the connection set-up procedure of KTH-S algorithm. 

3.4.1.2 Without Status Table 

According to the model where it is assumed that there is no signaling capacity for status table 
update messages, the sequence of nodes at channel request and the value of retry limit 
become more important. Three possible algorithms regarding the order are examined. KTH-
CF algorithm was proposed in [BLR93, BLR96]. I proposed KTH-LR in [J2] and KTH-RA in 
[C3]. The description of these algorithms can be found below. 

Closest First : KTH-CF algorithm 

In the KTH-CF (Closest First) algorithm operates based on the closest first rule. An additional 
rule is also applied to balance the signaling load evenly between the directions of the dual-
bus. The resulted operation is the following: 

1. The requester node first chooses one of the directions randomly (bus0). 

2. The first node to be asked for channels is the closest downstream node on bus0. 

3. The second node is the closest upstream node on bus0. 

4. The third node is the closest (and not requested) downstream node on bus 0. 

5. And so on. 

Logical Ring : KTH-LR algorithm 

In the KTH-LR (closest first on logical ring) algorithm nodes are ordered into a logical ring. 
The order of channel requests is based on the location in the ring instead of the bus. 

If channels need to be requested, nodes always take the closest not requested neighbouring 
node along the ring. The order can be determined based on the same rule - closest alternating 
between upstream and downstream directions - as it was in KTH-CF, if we redefine the words 
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closest and distance. Here distance of two nodes is equal to the number of nodes between 
them stepping on the logical ring. With this distance definition nodes take the closest node 
first when asking for free channels. 

The ring is constructed so that the second neighbouring nodes on the bus are successive nodes 
on the ring except the edges of the bus. The two neighbouring nodes of outer nodes on the 
ring are the first and second neighbours on the bus. With this choice the average physical 
distance of ring neighbours is minimal. The structure is illustrated in Figure 3.4.1. 

Node i Node i+1

Node N-1

Node 0

Node N-1 Node N-2

  

Figure 3.4.1: Logical ring structure 

Random : KTH-RA algorithm 

In KTH-RA (random order) algorithm nodes choose the next node randomly to ask for 
channels. The only restriction is that a node can be asked once during the channel reallocation 
for one connection. 

3.4.2 Fairness Study 

This section is about the fairness of set-up time channel allocation algorithms, which were 
described in Section 3.4.1. 

The first subsection of fairness study introduces the methodology, where the definition of 
fairness (used in this work) and the confidence intervals of results can be found. Then in 
Section 3.4.2.2, the effects of the bus-length and effects of synchronization of the directions 
of the dual-bus are highlighted. 

Then six sections follow where different scenarios are analyzed. All network load profiles, 
which were presented in Section 3.3.1, are evaluated at two bus-length settings. 

First, in Sections 3.4.2.3-3.4.2.5, three scenarios belonging to the short-bus case are described. 
Then, in Sections 3.4.2.6-3.4.2.8, scenarios belonging to long bus-length are presented. The 
order of the description of scenarios is chosen so that homogeneous bus-load (external profile) 
is presented first, then more complex profiles (client-server and peer-to-peer) follow.  

3.4.2.1 Methodology 

Definition of fairness 

Fairness is a dubious concept, which has several meanings depending on the context. To 
avoid misunderstandings a definition is described here, which shows the usage of this word in 
the dissertation: 
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A network is not fair if the differences of some sp ecific performance characteristics of 
nodes, which are loaded with the same type and amou nt of traffic, are above some 
acceptable limits. 

As fairness analyzes are usually based on the visual comparison of performance results, this 
definition might be sufficient. However, I aimed to provide quantitative results, which allow a 
more exact definition of fairness. The Jain fairness index [Jai91] is a good quantitative 
measure for fairness, therefore it is used for this purpose in this work. 

If we denote the observed characteristics of node i (set-up time or blocking probability) by ix  
and the number of nodes by N then Jain’s fairness index can be calculated as: 
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If the performance of the nodes is the same then the index equals to 1. The less fair the 
network is the closer the index is to 0. Jain’s fairness index reflects the number of nodes in 
unfair situation as well as the amount of differences [JCH84]. However, because the index of 
all systems should be mapped into the [0,1] interval, it is very hard to define the limit between 
unfair and fair operation based on the Jain index. 

To make interpretation of the index easier let us take an example. Let us assume that there are 
two groups of nodes. The observed performance characteristic is the same for nodes within 
each group (denoted by x1 and x2). The characteristic of the first group is higher with d 
percent than that of group 2 (x1 = (1+n/100)x2). The first group contains n percent of the nodes 
(N1=Nn/100; N2=N-N1). The fairness index of this system depends only on n and d. Table 
3.4.1 shows the index for the network with the above assumptions at different n and d values. 

 

 d=15% d=20% d=25% d=30% d=35% d=40% d=45% d=50% 
n=2% 1 0.999 0.999 0.998 0.998 0.997 0.996 0.995 
n=4% 0.999 0.998 0.998 0.997 0.995 0.994 0.993 0.991 
n=6% 0.999 0.998 0.997 0.995 0.993 0.991 0.989 0.987 
n=8% 0.998 0.997 0.996 0.994 0.992 0.989 0.986 0.983 
n=10% 0.998 0.997 0.995 0.992 0.99 0.987 0.984 0.98 
n=12% 0.998 0.996 0.994 0.991 0.988 0.985 0.981 0.977 
n=14% 0.997 0.995 0.993 0.99 0.987 0.983 0.979 0.974 
n=16% 0.997 0.995 0.992 0.989 0.985 0.981 0.977 0.972 
n=18% 0.997 0.995 0.992 0.988 0.984 0.98 0.975 0.97 
n=20% 0.997 0.994 0.991 0.987 0.983 0.979 0.973 0.968 
n=22% 0.996 0.994 0.99 0.987 0.982 0.977 0.972 0.966 
n=24% 0.996 0.993 0.99 0.986 0.981 0.976 0.971 0.965 
n=26% 0.996 0.993 0.99 0.985 0.981 0.975 0.97 0.964 
n=28% 0.996 0.993 0.989 0.985 0.98 0.975 0.969 0.963 

Table 3.4.1 – Jain’s fairness index as the function of percentage of nodes with higher measured characteristics 
(n) and the difference between the performance of the two groups (d) 

With a concrete example, if blocking probability is 0.3 for 10 nodes (x1=0.3; N1=10) and 0.2  
for 90 nodes (x2=0.2; N2=90) then d=50% and n=10%, so the fairness index equals to 0.98. 
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According to the Table 3.4.1 I defined three fairness categories: 

If the fairness index of nodes, which are loaded wi th the same type and amount of 
traffic, is above 0.995 then the network is fair . If it is below 0.995 and above 0.98 
then the network is unfair . If the value of the index is below 0.98 then the network is 
very unfair .  

 

The fairness analysis of DTM is based on connection blocking probability and average 
connection set-up time. The results are based on an overloaded system where total offered 
load1 is about 1.2 times higher than the system capacity.  

Estimation of the steady state means and confidence  intervals 

The replication/deletion approach [LK91] is used in this work to estimate the steady-state 
mean of the observed characteristics. The idea of the replication/deletion approach is to delete 
the warmup period from the output data and to use n>1 replications of the simulation runs. 

According to this approach the steady-state mean and its confidence interval is estimated as 
follows: 

- Determine the length of the warmup period (denoted by l) using Welch graphical method 
[LK91] 

- Choose the length of the simulation run (denoted by m) much larger than l 

- Calculate means for each replication based on observations beyond the warmup period 

- Now, n numbers are obtained (where n is the number of replications), which have normal 
distribution due to the central limit theorem 

- Let )(nX denote the mean of the obtained n values and )(2 nS  their sample variance. 
Then )(nX is an approximately unbiased point estimator for the steady state mean, and an 
approximate )1(100 α−  percent confidence interval is given by 
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In our case the length of the warmup period is determined by the convergence speed of set-up 
time and blocking probability to their steady state means. 

As the distributions of interarrival time and holding time of calls – Weibull and Pareto 
distributions – have heavy tails, their convergence should also be studied.  

To determine l, i.e. the length of the warmup period, the mean of the set-up time of a given 
node (in Figure 3.4.1) and the mean of Pareto distribution (in Figure 3.4.2) can be found 
below as the function of the number of samples (generated calls).  

                                                        
1 Offered load is the ratio of the sum of the requested volumes (holding time of the call * bandwidth of the call) 
during T and the maximum transmittable volume during T (T * total bandwidth of the bus) where T>>0. 
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Figure 3.4.1 – Mean set-up time of a given node vs. the number of samples used during the calculation 
 (KTH-LR algorithm, 120% offered load, client-server load profile, node 20) 

1

1.2

1.4

1.6

1.8

2

2.2

0 1000 2000 3000 4000 5000

H
o

ld
in

g 
tim

e 
 (

s)

Number of samples

2 simulation runs

 

Figure 3.4.2 – Mean of holding time (Pareto distribution) vs. number of samples 

Both figures show (and also the figures for other nodes and figures for blocking probability 
and interarrival time, which are not shown here) that l=1000 is a good estimate for the 
duration of the warmup period. Therefore, the length of the simulations was determined so 
that the least active node generated m=10000 calls. That is, the warmup period was – in worst 
case - 10% of the total simulation period. Instead of displaying the confidence intervals along 
with the simulation results, the worst case values are presented here. Using the above 
assumptions the half length of the 95 percent confidence interval of the results is always less 
than: 

- 5% of blocking probability per node 

- 1% of set-up time per node 

- 0.5% of blocking probability per dual-bus 

- 0.1% of set-up time per dual-bus 

These worst case values at 10000 samples are valid for a slightly overloaded system, which is 
studied during the fairness analysis. When the offered load was lower longer simulation were 
needed to keep the confidence intervals shown here. 
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I also observed that the lower the retry limit was the slower the convergence was. So when the 
retry limit was 5, the simulation was run until the slowest host generated 50000 connections. 

3.4.2.2 Effect of the Length of the Bus 

Short bus vs. long bus 

DTM protocol, like most of the communication protocols, is based on request-reply and 
transmission-acknowledgement message pairs. For example, a simple connection set-up 
contains a set-up request and a set-up reply message. The model used in the simulator takes 
into account both the signal propagation times and the so-called response time, which is the 
time elapsed between time instant when the requested node received the request and the time 
when the reply was sent. So the delay of a whole request-reply cycle consists of the following 
parts: 

npropagatioresponsenpropagatiodelaywhole tttt ++=_  

where the response time is built from the following items: 

queueoutputgprocesqueueinputtimeresponse tttt _sin__ ++=  

So the message first waits in the input queue of the responding node until the control 
processor becomes available. Then the processor processes the message. And finally the 
message is put into the output queue of the node where it has to wait until it reaches the first 
place in the queue and the first control slot arrives. 

Under light load the length of both the input and output queue is very low. The processing 
time is assumed to be 5µs. Therefore, waiting for the first available control slot, which can be 
125µs long, dominates in the response time. So, unless the control channel or the processor is 
overloaded, the average response time is not more than a few microseconds. 

Consequently, the delay of a whole request-reply cycle contains a distance dependent part (i.e. 
the propagation time) and a distance independent part (i.e. the response time). 

- If the length of the bus is short, the propagation time is negligible compared to the 
response time. Therefore, delaywholet _  is the same for each node independently of the 

requesting and requested nodes if the network is well synchronized. 

- If the length of the bus is long, the response time is negligible, so delaywholet _  is proportional 

to the distance between the requesting and requested nodes. 

The operation of the DTM dual-bus is studied at two settings of inter-node distances. In the 
first case, the inter-node distance is 10 m, which corresponds to the short bus-length case. In 
the second case, the inter-node distance is 10 km, which is the long bus case. 

Synchronization 

Synchronization between the directions of the dual-bus relies on synchronizer nodes. One of 
the slot generator nodes, which are located at the ends of the dual-bus, synchronizes the 
timing of the two directions to each other. This node – so-called synchronizer node – starts a 
new cycle after an offset time from receiving the cycle start on the other bus.  

In case the bus-length is short, synchronization needs to be designed with care. 
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Let us see an example: Suppose that there is 10µs between control slots on bus0 and bus1 at a 
given node, i.e. control slots on bus1 come always 10µs later than those on bus0. In this case 
the response times of messages arrived from bus0 are very short and messages coming from 
bus1 have to wait almost a whole cycle. 

Take another example: Suppose that control slots on bus0 are very close to control slots on 
bus1. In this case a small difference between the slot timings can result into significant 
difference in the response time, which is called cycle-hop. That is, a node reaches the same 
cycle on the reverse bus when responding to messages, but its neighbouring node just misses 
that cycle due to the small difference caused by propagation. As a result, there is almost one 
cycle between the response times of two neighbouring nodes. 
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Figure 3.4.3 - Synchronization 

Figure 3.4.3 shows the average output queuing time of messages for seven offset time 
configurations side by side. The utilization of the system where these results are obtained was 
low. Therefore, output queues were empty with high probability. That is, the queuing time of 
reply-type messages reflect the settings of synchronization.  

The difference between offset settings can be clearly seen on Figure 3.4.3. A cycle hop can be 
observed when the offset is 0µs and 120µs. Difference between response times of the same 
node on two buses is the smallest when the offset is 65µs. For this reason, the offset is set to 
65µs during the simulations. 

3.4.2.3 Short Bus - External Load Profile 

This is the first section among the ones, which present the six scenarios. Therefore, the 
structure of these sections, which have standard format, is shortly introduced here: 

After the presentation of the configuration of the simulated network, the results of the fairness 
analysis are described shortly. Then detailed analysis of the most interesting questions follow 
in separate subsections. Finally, each section is closed with a very short conclusion.  

In this section the external traffic profile at short bus-length is evaluated. Four algorithms are 
studied: KTH-S, KTH-CF, KTH-LR and KTH-RA. 
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Configuration 

The main host and node parameters are summarized in Table 3.4.2. 

Node parameters 
 Ordinary nodes Switching node 
Number of control slots 1 10 
Length of input buffer 150 1500 
Length of output buffers 100 1000 
Processing time of control messages 5µs 5µs 

Host parameters 
 Distribution Parameters Mean 
Holding time Pareto α=1.9; k=3.79 8 s 
Interarrival time Weibull β=0.33; λ=11.82 0.5 s 
Bandwidth Deterministic - 1 slot/cycle 

Table 3.4.2 - Configuration parameters, external model, short dual-bus 

Results 

According the simulation results, KTH-S algorithm is not sensitive for the request order at 
short bus length. That is, algorithms with different request orders resulted in the same 
performance. The reason is that if there are free channels in the network, nodes are aware of 
them, so they can get them. At KTH-S algorithm, blocking occurs only if there are no free 
channels in the system. 

Retry limit of KTH-S algorithm is also a secondary question in this case because it turns out 
within a few request-cycle whether a node succeeds or fails with channel reallocation. 

Due to these facts, only KTH-S algorithm is displayed only once in the figures and tables. It 
stands for KTH-S-CF, KTH-S-LR and KTH-S-RA algorithms. 

 

Figure 3.4.4 shows connection blocking probability and average set-up time of nodes at 
different algorithms and retry limit settings. Both figures in Figure 3.4.4 include 4 graphs side 
by side, one for each algorithm variant (KTH-CF, KTH-LR, KTH-RA and KTH-S). Each line 
in the graphs represents a given algorithm variant with a given retry limit (5, 30 or 50) and 
displays the per node characteristics of nodes according to their physical location. The arrows 
on the graphs show the direction of increasing retry limit. These kinds of figures are used 
throughout the dissertation to visualize (un)fairness of nodes. 
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Figure 3.4.4 - Average set-up time and blocking probability, external model, short dual-bus, single direction 
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It can be seen in Figure 3.4.4 that all of the request orders are fair except KTH-CF algorithm. 
At KTH-CF algorithm, both blocking probability and connection set-up time is less for outer 
nodes than it is at the middle part of the dual-bus. The effect is more significant in case the 
retry limit is 30 and 50. Quantitative results, displayed in Table 3.4.3, show the same 
conclusions. That is, the fairness index of KTH-CF algorithm is less than 0.95 when retry 
limit is 30 and 50. In all the other cases the fairness index is greater than 0.95. 

Algorithm KTH-CF KTH-LR KTH-RA KTH-S 
Retry limit 5 30 50 5 30 50 5 30 50 - 
Set-up time 0.997 0.983 0.978 1 1 1 1 1 0.999 1 
Blocking probability 0.997 0.986 0.994 1 0.999 1 1 0.999 1 0.999 

Table 3.4.3 - Fairness indices, external model, short dual-bus, both directions 

Detailed analysis of KTH-CF algorithm 

Unfairness of KTH-CF algorithm can be explained by an intuitive reasoning, using relations 
shown in Figure 3.4.5. 

Request order

How often node i 
is asked for slots

How many free slots
are allocated to node i 

How many times node i 
needs to request slots  for 

a successful connection

Set-up time of node i

Blocking  probability
 of node i Retry limit

 

Figure 3.4.5 - Relation between different characteristics 

The request order, which is different for different algorithms, determines how often are nodes 
asked for slots. In the case of KTH-CF algorithm, as we see it later, outer nodes are requested 
less frequently for slots. Nodes that are requested less frequently have more free slots in 
average. Nodes that have more free slots that the others have to ask slots more frequently 
form the others, which means that their set-up time is longer. 

Due to the limit on the number of slot allocation retries, nodes are not able to ask all other 
nodes for slots. So calls can be blocked before the node have found a node with free slots. 
Therefore, blocking probability is less for nodes that ask nodes with – relatively – many slots 
before the retry limit is reached.  

We have already seen the result of these effects in Figure 3.4.4. In the case of random and 
logical ring request order - and with external traffic load profile - nodes are asked for slots 
with the same frequency, so the resulting high level characteristics are fair. In the case of 
closest first request order nodes are exposed to uneven "slot request load", so the final 
characteristics are also uneven, i.e. the algorithm is unfair. 

To illustrate these effects in the case of KTH-CF algorithm the following characteristics are 
collected in the simulator: 

- f(i,k) - the probability that node i has k free slots 
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kifkiF - the average number of free slots at node i 

- r(i,k) - the probability that node i has to request slots k times during a successful 
connection set-up 
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k

kirkiR - the average number of requests needed for a successful connection set-

up at node i  

- T(i) - average set-up time of node i  

 

With the wording of Figure 3.4.5 F(i) measures how many free slots are allocated to node i 
and R(i) shows how many times node i needs to request slots for a successful connection. The 
only missing box of Figure 3.4.5 should show how often node i is asked for slots. This 
number could be calculated knowing the operation of the algorithms. However, instead of 
using this number a new measure (average ordinal number) can be defined, which reflect the 
same effect. Average ordinal number can be calculated based on the definition of the 
algorithms. 

To define the average ordinal number, first the concept of ordinal number should be defined. 
The ordinal number ),( jin  is the number of nodes that node j asks in average before node i is 
reached. Note that ),( jin  depends on the used algorithm. Averaging ),( jin  over j gives the 
average ordinal number of node i (denoted by N(i) ). In other words, an "average node" asks 
node i when it has already requested slots from other N(i) nodes. Small N(i) means that node i 
is often asked for slots. 

Based on simple considerations ),( jin  can be expressed from the definition of KTH-CF 
algorithm. Equation (3.4.3) shows ),( jin  with the assumption that there are 100 nodes on the 
dual-bus. 
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Figure 3.4.6 gives hint of interpreting the different intervals by showing the first four ranges 
of expression (3.4.3). Nodes that are counted in ),( jin are marked in the figure (note that node 
i and node j never counts). To make the calculations easier, here we assumed that node j 
always asks first its neighbour in the direction of node i. That is, node j does not choose 
randomly between the directions in contrast to the definition in Section 3.4.1.2. 
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Figure 3.4.6 – Explanations to equation (3.4.3) 

N(i) can be obtained with averaging over j: �
=

=
99

0

100/),()(
j

jiniN  

Now N(i) is obtained from calculations and the other values shown in Figure 3.4.5 (F(i), R(i) 
and T(i)) are known from simulations. Figure 3.4.7 shows the average values of each 
characteristic. 
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Figure 3.4.7 - N(i), F(i), R(i) and T(i) at the KTH-CF algorithm and retry limit of 5, 30 and 50 

It can be seen in Figure 3.4.7 that nodes in the middle of the bus are oftener requested for slots 
than nodes at outer parts - N(i). As a result middle nodes have less free slots in average than 
outer ones - F(i). The average request number is lower at nodes closer to the ends of the bus 
than at middle nodes - R(i). And finally, the curve of average set-up time has almost the same 
shape as that of average request number. 

Conclusion 

The conclusion of this section is that KTH-CF algorithm is unfair even in the case of the 
simple external load profile. All the other algorithms are fair in this scenario. 
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3.4.2.4 Short Bus - Client-Server Load Profile 

This section analyzes the network operation based on the client-server network load profile 
and short bus. This is the best profile to examine fairness because it is complex enough to 
show unfairness and the results remain still interpretable. Therefore, this section gives the 
most detailed analysis.  

Configuraion 

The main host and node parameters are summarized in Table 3.4.4: 

Node parameters 
 Client nodes Server node 
Number of control slots 1 10 
Length of input buffer 150 1500 
Length of output buffers 100 1000 
Processing time of control messages 5µs 5µs 

Host parameters 
 Distribution Parameter Mean 
Holding time Pareto α=1.9; k=0.95 2 s 
Interarrival time Weibull β=0.33; λ=20 0.3 s 
Bandwidth Deterministic - 1 slot/cycle 

Table 3.4.4 - Configuration parameters, client-server model, short dual-bus 

Results 

Figure 3.4.8 shows blocking probability of unidirectional connections directed to bus 0 for all 
algorithms. Results belonging to different algorithms are displayed side-by-side as in Figure 
3.4.4. Average set-up times of the algorithms are displayed on Figure 3.4.9. 
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Figure 3.4.8 - Blocking probability, client-server model, short dual-bus, single direction 
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Figure 3.4.9 - Average set-up time, client-server model, short dual-bus, single direction 

In Figure 3.4.10 and 3.4.11 the blocking probability and average set-up time values are based 
on all calls, i.e. directed to any direction of the dual-bus. 
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Figure 3.4.10 - Blocking probability, client-server model, short dual-bus, both directions 
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Figure 3.4.11 - Average set-up time, client-server model, short dual-bus, both directions 

Table 3.4.5 shows fairness indices of the examined algorithms.  

Algorithm KTH-CF KTH-LR KTH-RA KTH-S 
Retry limit 5 30 50 5 30 50 5 30 50 - 
Blocking probability 0.913 0.958 0.734 0.934 0.84 0.827 0.999 0.998 0.998 0.997 
Set-up time 0.991 0.97 0.977 0.991 0.979 0.969 1 0.999 0.998 1 

Table 3.4.5 - Fairness index based on client nodes, client-server model, short dual-bus, both directions 
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The characteristics of server node are hard to read in the figures, therefore it is extracted to 
Table 3.4.6 along with the average of client node characteristics. The averages coming from 
unfair algorithms are written with italics on grey background. 

Algorithm KTH-CF KTH-LR KTH-RA KTH-S 
Retry limit 5 30 50 5 30 50 5 30 50 - 
Client blocking 0.15 0.18 0.06 0.15 0.09 0.09 0.21 0.13 0.12 0.065 
Server blocking 0.10 0.07 0.08 0.11 0.06 0.05 0.01 0.02 0.03 0.06 
Client set-up 
(ms) 

0.46 1.57 2.47 0.46 1.55 2.36 0.50 1.66 2.51 0.39 

Server set-up 
(ms) 

0.18 0.57 1.25 0.18 0.53 0.97 0.18 0.41 0.74 0.2 

Table 3.4.6 - Characteristics of server and client nodes, client-server model, short dual-bus, both directions 

The two most important conclusions can be drawn from the above figures and tables. First, 
there is significant difference between the characteristics of client and server nodes. Blocking 
probability and average set-up time of the server node are lower than those of an average 
client. Second, significant unfairness can be observed at the KTH-LR algorithm, which was 
fair in the external load profile.  

The first observation can be interpreted as asymmetry in the directions of the bi-directional 
connections, i.e. the downstream (from server to client) direction of the connections has better 
characteristics than that of upstream direction. With this interpretation, this difference is only 
asymmetry but not unfairness. This effect, however, could cause unfairness in other scenarios. 
The further discussion of the issue of asymmetry is postponed to Section 3.5.1 where the 
motivations of smoothing algorithms are described. 

Client nodes have the same characteristics when using KTH-S  algorithm. It is due to correct 
status tables, which yield to fair operation. Asymmetry can be observed here also: the server 
node has better characteristics than those of clients. The node of the server has much higher 
intensity then client nodes, therefore it collects most of the free channels. Having more free 
channels mean that less calls are blocked and set-up time is shorter. This effect, which causes 
asymmetry, is referred to as "cache" property of the DTM protocol. 

Apart from asymmetry, KTH-RA  algorithm is also fair. 

KTH-LR  and KTH-CF  algorithms are very unfair in this scenario. Either blocking 
probability or average set-up time is different for clients with the same offered load at any 
retry limits. 

Detailed analysis of KTH-LR algorithm 

Although the detailed analysis of unfair algorithms does not change the main conclusion that 
they are unfair, an explanation of the results obtained for KTH-LR algorithm follows in this 
subsection. The reasons of unfairness of KTH-CF can be understood from that explanation 
and the detailed analysis of KTH-CF algorithm in Section 3.4.2.3. 

The distance from the server node (very active node) and from idle nodes affects the 
behaviour of the client nodes of KTH-LR algorithm. It is hard to understand the reasons 
behind the characteristics of nodes based on Figures 3.4.8 and 3.4.9 because they display 
nodes at their physical locations. KTH-LR is based on a logical ring (ring was shown in 
Figure 3.4.1), therefore Figure 3.4.12 shows KTH-LR-30 algorithm in another view. In this 
figure nodes are displayed at their positions on the logical ring. There is no cut between node 
0 and node 99 in the reality, they are neighbours on the logical ring.  
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Figure 3.4.12: Characteristics of KTH-LR-30 algorithm, client-server model, short dual-bus, both directions 

Based on this figure four ranges of client nodes can be identified apart from the server: 

- range 1: active nodes which are far from the idle nodes and from the server (0-9, 91-99) 

- range 2: active nodes which are close to the idle nodes and far from the server (10-24) 

- range 3: idle nodes (25-74) 

- range 4: active nodes which are close to the server (76-90) 

The words far and close are used according to the following definitions: 

- Two nodes are far in this context if they are not able to change slots directly (because of 
the limited number of retries). 

- Nodes are close if they distance on the logical ring is less than the retry limit. 

For the sake of better understanding the average number of free slots and slot requests in 
successful calls are displayed in Figure 3.4.13 
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Figure 3.4.13 - Average number of free slots and slot requests (KTH-LR-30 algorithm) 

In Figure 3.4.13 ranges, which were introduced above, are also indicated. 

It is important to note that the server has 13.9 slots in average while this value is 0.6 for an 
average non-idle client node. So the server has more than 20 times more slots in average! 

The shape of the request number curve is almost the same as that of connection set-up time. 
That is, buses of the dual-bus are synchronized correctly. Namely, the set-up time is the sum 
of the delay of the set-up message and the delay of the slot allocation process, which is the 
product of the slot-request number and the delay of a slot request-reply. In the case of short 
bus, the dominant factor in the delay of a slot request-reply is the waiting time for the next 
available control slot. If the dual-bus is properly synchronized then the response time is the 
same for each slot request independently of the location of the asked node. 
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Let us start the detailed analysis of the graphs with the relation between nodes in the same 
range and then have a look at the difference at range borders. 

Range 3 is the range of idle nodes, so there is no attempt to establish connections. Blocking 
and set-up time has no value, but they are plotted as 0 in the figures. 

In range 4, in the proximity of the server, the behaviour of nodes are effected by two facts: 

1. Proximity of idle nodes: These nodes try to ask slots from idle nodes. It means that their 
effective retry limit, which counts only the non-idle nodes, is less than that of nodes in 
range 1. If the retry limit is 30, "effective retry limit" for node 76 (next to the server) is 16, 
because 14 nodes are idle in its request area. The farther a node from the idle nodes is the 
lower the blocking probability is. 

2. Proximity of the server: Client nodes in range 4 can ask the node of the server for slots. 
The server node has 20 times more free slots due to the bursty traffic and the heavier 
activity. Therefore, it is very likely that client nodes in this range can get slot from the 
server. Therefore, the proximity of the server is advantageous for client nodes. The closer 
a node to the server is the shorter the set-up time is. 

In range 2, due to the proximity of idle nodes, the farther a node from range 3 is the lower its 
blocking probability is. The shape of the average set-up time curve is caused by the border 
role (between range 1 and range 3) of range 2 nodes. 

In range 1 nodes are outside the range of effect of special nodes, therefore they have the same 
set-up time and blocking probability. 

After having intuitive answers to differences of nodes within a range. Now let us see what is 
the cause of jumps at the borders of ranges.  

Blocking of the server is lower than that of its active neighbours due to the cache effect. It 
can also be called as starvation effect because the server node collects much more free slots 
than client nodes, therefore clients are starved for free slots. 

At the border of range 4 and range 1, the node in range 4 has lower blocking probability 
because of the proximity of the server. The proximity of the server is the cause of the 
difference in the set-up times too. Node 90 has higher average set-up time than node 91 
because it has many connections that are established with 30 retries while node 91 has no 
opportunity to ask slots from the server. 

Ranges were presented based on KTH-LR-30 because in the case of retry limit of 30, ranges 
have nearly the same size. At other retry limits, some of the ranges are smaller or they are 
even missing:  

- if retry limit equals to 50 there is no range 1 

- if there is no retry limit there is no range 1; and range 2 and 4 are merged to one range. 

Tuning algorithms without status table 

The effect of the proximity of idle nodes can be avoided if a small piece of intelligence is 
used in the algorithms operating without status tables. In the so-called tuned versions of the 
algorithms, nodes keep track of continuously idling nodes and they do not ask slots from 
them. Therefore, the "effective retry limit" is the same as the retry limit for each node.  

Ordinal numbers of nodes from the viewpoint of the server (client-server load profile) are 
displayed in Figure 3.4.14 for all algorithms. Some of the nodes in the case of CF, KTH-LR 
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and KTH-LR-t algorithms have two ordinal numbers. It is due to the random initial direction 
selection (see definition of algorithms in Section 3.4.1). 

See the tuned version of KTH-LR algorithm. Assuming that the server starts with the right-
hand nodes, the following order is obtained: As node 6,node 7 and node 5 have no hosts on 
the bus they are omitted (in that order); so the ring-neighbour of node 5, which is node 3, is 
taken first. The next one is node 2 because in the other direction along the ring it is the first 
node. The third one is node 1 as the only remaining. 
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Figure 3.4.14 - Order of nodes 

Figure 3.4.15 shows the characteristics of tuned KTH-CF and KTH-LR algorithms. 
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Figure 3.4.15 - Characteristics of tuned KTH-CF and KTH-LR algorithms 

It can be seen that the effect of idle nodes disappeared from the plot of KTH-LR. 
Unfortunately, the algorithms remained unfair due to the effect of the server node. 

Conclusion 

It can be concluded from this scenario that in the case of the KTH-LR algorithm, very active 
nodes and very passive nodes can change the characteristics of their neighbouring nodes. 
Therefore, KTH-LR and KTH-CF algorithms are very unfair in this scenario. KTH-S and 
KTH-RA algorithms proved to be fair in this scenario too. 
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This section has shown that the drawback that is caused by the proximity of idle nodes can be 
avoided with a small improvement. Due to tuning of algorithms without status table, the 
"effective retry limit" of nodes is the same in all cases as the value of retry limit is. 

3.4.2.5 Short Bus - Peer to Peer Load Profile 

The last network load profile is based on peer-to-peer traffic. This section evaluates this 
profile at short bus-length. 

The main properties of this load profile are: 

- there is only a small difference between offered loads of neighbouring nodes directed to 
one direction (see later in Figure 3.4.17) 

- offered load is different for every node 

These properties are in contrast with client-server traffic, where there are three offered load 
levels (active client, passive client and server) and the server has much higher offered load 
than that of clients. Therefore, results here can not be explained by the influence of a single 
node or a small set of nodes. 

Configuration 

According to the description of the peer-to-peer model, each node has N-1 hosts where N is 
the number of nodes on the bus. That is, 9900 hosts are needed for a 100-node network. Due 
to the memory limitation of the computer running the simulation, the running time of 
simulations increased dramatically. To achieve acceptable running time, a 25-node network is 
simulated at the peer-to-peer load profile. 

Node parameters 
Number of control slots 1 
Length of input buffer 150 
Length of output buffers 100 
Processing time of control messages 5µs 

Host parameters 
 Distribution Parameters Mean 
Holding time Pareto α=1.9; k=3.79 8 s 
Interarrival time Weibull β=0.33; λ=5.9 1 s 
Bandwidth Deterministic - 1 slot/cycle 

Table 3.4.7 - Configuration parameters of peer-to-peer traffic 

The main configuration parameters are summarized in Table 3.4.7. 

Results 

First, Figure 3.4.16 shows the results, which are based on one of the directions of the dual-
bus. The offered load in the observed direction decreases from node 0 to node 24. Retry limit 
is set to 5, 15 and 24 at algorithms without status table. 
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Figure 3.4.16 - Blocking probability and avr. set-up time, peer-to-peer model, short dual-bus, single direction 

KTH-S and KTH-RA algorithm are fair so as in the previous scenarios. Both characteristics 
of KTH-CF and KTH-LR algorithms are uneven along the bus. Due to the cache effect 
described with the client-server profile, blocking probability is bigger for nodes with lower 
offered load. Set-up time, however, is lower at nodes with lower offered load. 

Uneven free slot distribution can be in the background of the unfair blocking probability, so it 
is displayed in Figure 3.4.17. 
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Figure 3.4.17 - Avr. number of free slots, peer-to-peer model, short dual-bus 

Equilibrium free slot distribution on bus 0 is proportional to offered load at all algorithm 
except KTH-CF. At KTH-CF, average free slot distribution can be obtained as the 
superposition of a linear curve and the free slot distribution obtained at external load profile 
(Figure 3.4.7) due to the uneven average ordinal number. Considering both directions of the 
dual-bus, free slot distribution of KTH-CF algorithm is the worse, where outer nodes have 
almost twice free slots in average than the middle one. 

 

According to the definition of fairness at the beginning of Section 3.4.2.1), the characteristics 
of nodes with the same offered load, should be compared. Figure 3.4.18 shows blocking 
probability and set-up time based on all connections. Characteristics are uneven at each 
algorithm without status tables. Both characteristics of outer nodes are better than those of 
middle ones are. 



Chapter III: Performance of Call Level Characteristics of DTM 

49 

0

0.5

1

1.5

2

2.5

0      24 0      24 0      24 0      24 0      24 0      24

CF LR RA S (CF) S (LR) S (RA)

Node location

A
vr

. s
et

-u
p 

tim
e

 (
m

s)

 

0.35

0.4

0.45

0.5

0.55

0.6

0      24 0      24 0      24 0      24 0      24 0      24

CF LR RA S (CF) S (LR) S (RA)

Node location

B
lo

ck
in

g 
pr

ob
ab

ili
ty

 

Figure 3.4.18 - Avr. set-up time and blocking probability, peer-to-peer model, short dual-bus, both directions 

Finally, the fairness index of the algorithms can be calculated based on data displayed in 
Figure 3.4.18. Fairness values are shown in Table 3.4.8.  

Algorithm KTH-CF KTH-LR KTH-RA KTH-S 
Retry limit 5 15 24 5 15 24 5 15 24 - 
Set-up time 0.982 0.956 0.977 0.997 0.993 0.998 0.997 0.999 1 0.998 
Blocking probability 0.977 0.995 1 0.993 0.997 0.999 1 1 1 1 

Table 3.4.8 - Fairness index, peer-to-peer model, long dual-bus, both directions 

Conclusion 

KTH-RA and KTH-S algorithms are fair at each setting. KTH-LR algorithm is very close to 
fair: only two unfair ratings are obtained, the other results are fair. KTH-CF algorithm is 
unfair: very unfair rating is obtained three times. 

3.4.2.6 Long bus - External Load Profile 

The fairness of a DTM dual-bus with inter-node distance of 10 m has been evaluated so far.  

To evaluate the effects of longer propagation time, the following three sections go through the 
same steps as the previous three: It examines the fairness of the network in the case of 
external, client-server and peer-to-peer network load profiles. However, the inter-node 
distance is 10 km is these sections. 

Configuration 

This section is about external load profile at long bus. Configuration of nodes and hosts is the 
same as the configuration of the external profile in the case of short bus-length. Configuration 
parameters are summarized in Table 3.4.2. 

Results 

Blocking probability and average connection set-up time are shown in Figure 3.4.19 and 
Figure 3.4.20. Six algorithms are displayed side by side: closest first, logical ring and random 
request orders without status tables (KTH-CF, KTH-LR, KTH-RA) and those with status 
tables (KTH-S-CF, KTH-S-LR, KTH-S-RA). The slot allocation retry limit was configured to 
5, 30 and 50. 
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Figure 3.4.19 - Blocking probability, external model, long dual-bus, both directions 
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Figure 3.4.20 - Average set-up time, external model, long dual-bus, both directions 

First, let us see the blocking probability. The fairness characteristics of algorithms without 
status table do not differ significantly from those in the case of short bus-length, so there is no 
need to explain the results again. However, unfairness of algorithms with status table needs 
explanation because it is the result of the long bus-length.  

The next characteristic is connection set-up time, which consists of two parts: 

- round-trip delay of the set-up message 

- delay coming from slot requests 

The first part depends on the location of the other party of the connection. As the switching 
node is at the end of the bus in our scenario, this factor is proportional to the distance 
measured from the end of the bus. As differences caused by the physical distance of the other 
party of the connection are usually respected by customers, the delay of set-up message and 
its acknowledgement is subtracted from the connection set-up time. The resulted new 
characteristic is referred to as average slot request time. Average slot request time is analyzed 
after the detailed evaluation of the blocking probability of KTH-S algorithms. 

Detailed analysis of blocking probability of KTH-S algorithms 

If status tables of nodes at KTH-S algorithm were up-to-date, each 1-slot connection would 
have been established or blocked with at most one slot request. Each node is allowed to ask 
any other, so there would be no difference between the blocking of nodes. In this case, 
however, status tables are outdated. To illustrate it Figure 3.4.21 displays the average number 
of slot requests in blocked calls. (It should be below 1 in optimal case.) 
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Figure 3.4.21 - Average number of slot requests in blocked calls, external model, long dual-bus, both directions 
(KTH-S-RA with retry limit of 30) 

The average is above 3 for each node. It shows that there are many inconsistencies in status 
tables. The other interesting effect is that this value is higher for outer nodes. It signs that 
outer nodes have worse status tables, which can be explained with the so-called average 
distance. 

- d(i,k) - the distance of node i and node k 

- �
=

=
99

0

),()(
k

kidiD  - average distance of node i 

D(i) decreases when walking from the outer part of the bus to the middle node. D(i) is 
minimal for the middle node. The consistence of status tables depends on the delay of status 
table update messages, which is proportional to D(i). Unfairness is due to the propagation 
delay of update messages, which is independent of the request order. Therefore blocking 
probability of KTH-S algorithms is also independent of the request order (see Figure 3.4.21). 

Detailed analysis of average slot request time 

Average slot request time is shown in Figure 3.4.22 for each algorithm. Note that the scale of 
the vertical axis of algorithms with status table is 10 times lower than that of algorithms 
without status table is. Unfairness can be observed at each examined algorithm, but KTH-RA 
is the worst one both with and without status table. 
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Figure 3.4.22 - Average slot request times, external model, long dual-bus, one direction 

To explain the results of algorithms without status table, a new variable is defined: 
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�
∈

=
Ek

E kidiD ),()(  - average distance of node i within its effective area E where effective area is 

the set of nodes from which node i  is able to ask slots. d(i,k)  is normalized so that d(i,i+1)=1, 
i.e. distance of neighbouring nodes is 1. 

The effective area depends on the request order and the slot allocation retry limit. If retry limit 
is r at KTH-CF and KTH-LR algorithms there are only r nodes within the effective area. 
Every node is within the effective area of any node in the case of KTH-RA request order, 
according to the definition. )(iDE  can be easily calculated for each request order and for retry 
limit of 5, 30 and 50. The result of the calculations is shown in Figure 3.4.23. 

0

10

20

30

40

50
KTH-CF KTH-LR KTH-RA

Retry limit= 
     5, 30, 50

Retry limit= 
     5, 30, 50

Retry limit= 
     5, 30, 50

0       50       99 0       50       99 0       50       99
Node location

A
ve

ra
g

e 
di

st
an

ce
 w

ith
in

 E

 

Figure 3.4.23 - Average distance within the effective area 

At KTH-LR and KTH-RA, the calculated )(iDE  and the simulated slot request time have the 
same characteristics, which shows that average distance within the area determines the slot 
request time. 

The results of KTH-CF algorithm can be explained by the common effect of the average 
distance within the effective area and the uneven free slot distribution, which was already 
shown at short bus. 

Differences in connection set-up times of nodes using KTH-S algorithms are due to the 
differences in the average distances. Because of the shorter average distances of middle 
nodes, their status tables are more accurate than those of outer nodes are. Better status tables 
yields to shorter connection set-up times. 

Conclusion 

Finally, Table 3.4.9 summarizes the fairness index of the examined algorithms concerning 
blocking probability and slot request time. 

 

Algorithm KTH-CF KTH-LR KTH-RA 
Retry limit 5 30 50 5 30 50 5 30 50 
   WITHOUT STATUS TABLE    
Slot request time 0.991 0.986 0.982 0.997 0.99 0.987 0.957 0.958 0.957 
Blocking probability 0.995 0.988 0.992 0.998 0.999 0.999 0.999 0.999 0.998 
   WITH STATUS TABLE    
Slot request time 0.974 0.971 0.975 0.992 0.99 0.991 0.951 0.956 0.958 
Blocking probability 0.996 0.998 0.997 0.998 0.998 0.998 0.997 0.996 0.996 

Table 3.4.9 - Fairness index, external model, long dual-bus, both directions 
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Blocking probability is fair at each algorithm except KTH-CF without status table. Slot 
request time is very unfair at KTH-CF (with status table) and KTH-RA (with status table) and 
only unfair at both variants of KTH-LR algorithm and all algorithms without status tables.  

As a conclusion it can be said, that the none of the algorithms is fully fair. The best 
algorithm is the KTH-LR in this case. 

3.4.2.7 Long bus - Client-Server Load Profile 

Configuration 

The configuration parameters of the client-server load profile are displayed in Table 3.4.4. 
The only difference is that node-to-node distance is increased to 10 km from 10 m in this 
scenario.  

Results 

Simulation results are displayed in Figure 3.4.24, Figure 3.4.25 and Table 3.4.10. 
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Figure 3.4.24 - Blocking probability, client-server model, long dual-bus, both directions 
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Figure 3.4.25 - Average slot request time, client-server model, long bus, both directions 

Algorithm KTH-CF KTH-LR KTH-RA 
Retry limit 5 30 50 5 30 50 5 30 50 
   WITHOUT STATUS TABLE    
Slot request time 0.968 0.967 0.99 0.967 0.978 0.984 0.962 0.959 0.96 
Blocking probability 0.911 0.95 0.778 0.919 0.903 0.907 0.999 0.997 0.995 
   WITH STATUS TABLE    
Slot request time 0.965 0.973 0.981 0.976 0.982 0.984 0.96 0.962 0.964 
Blocking probability 0.993 0.995 0.992 0.994 0.993 0.991 0.993 0.994 0.994 

Table 3.4.10 - Fairness index, client-server model, long dual-bus, both directions 

 

First, let us analyze algorithms without status tables. Blocking probability of algorithms did 
not change significantly due to the increased dual-bus length. Blocking of nodes at short and 
long bus-length is very similar (see Figure 3.4.24 and Figure 3.4.10). Characteristic of 
average slot request time (Figure 3.4.25) can be explained as the common effect of long bus-
length and uneven load profile. The effects determining the shapes of the curves were 
discussed in previous sections. Figure 3.4.22 showed the effect of long bus and Figure 3.4.11 
displayed the influence of active and passive nodes on the others. 

Though performance of KTH-S algorithms  is better, they are not fair at this network 
environment. Blocking probability is in the unfair category and slot request time is unfair or 
very unfair. There is no significant difference in the blocking probability of different request 
orders. Average slot request time, however, depends on slot request order (CF, LR or RA). 
Due to the higher average distance, KTH-RA has worse performance than the other 
algorithms have. Shape of the curves of the same algorithms with status tables and without 
them is very similar, because the main factor that forms the curves is different average 
distance of nodes (due to long bus).  
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Conclusion 

There is no winner in this case, as (except blocking of KTH-RA without status table) there is 
no fair algorithm . 

3.4.2.8 Long bus - Peer-to-peer Load Profile 

Configuration 

Finally, peer-to-peer load profile is checked again, this time with long dual-bus. Configuration 
of nodes and hosts are displayed in Table 3.4.7. 

Results 

Figure 3.4.26, Figure 3.4.27 and Table 3.4.11 show simulation results based on both 
directions of the dual-bus.  
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Figure 3.4.26 - Blocking probability, peer-to-peer model, long dual-bus, both directions 
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Figure 3.4.27 - Average set-up time, peer-to-peer model, long dual-bus, both directions 

 

Algorithm KTH-CF KTH-LR KTH-RA 
Retry limit 5 30 50 5 30 50 5 30 50 
   WITHOUT STATUS TABLE    
Set-up time 0.994 0.993 0.996 0.996 0.995 0.997 0.981 0.972 0.971 
Blocking probability 0.977 0.993 0.998 0.993 0.996 0.998 0.999 0.999 0.998 
   WITH STATUS TABLE    
Set-up time 0.986 0.986 0.986 0.989 0.989 0.989 0.986 0.986 0.987 
Blocking probability 1 1 1 1 1 1 1 1 1 

Table 3.4.11 - Fairness index, peer-to-peer model, long dual-bus, both directions 

According to fairness indices, each algorithm has fair blocking probability (except KTH-CF 
and KTH-LR with retry limit=5). In spite of good fairness indices, a small difference can be 
observed between blocking probability of nodes.  

In the case of algorithms with status table blocking decreases when going to the middle of the 
bus. The unfairness of blocking probabilities is related to D(i), because it is proportional to the 
average propagation delay of status table update messages. It does not depend on the 
algorithm, therefore blocking probability curves of different algorithms are similar. 

At algorithms without status table blocking increases when going to the middle of the bus. 

Among algorithms without status table, average set-up time is fair in the case of KTH-LR and 
close to fair at KTH-CF. It is unfair at any other algorithms. Average distances of nodes 
determine the set-up time when nodes do not use status tables. Set-up time of algorithms with 
status tables depends on the consistency of status tables, which is better in the middle of the 
dual-bus. 
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Conclusion 

This load profile is not as big challenge for the network as client-server is. There is no very 
unfair algorithm. The only fair algorithm is the KTH-LR without status table in this scenario. 

3.4.3 Study of Aggregate Performance Characteristic s 

Fairness evaluation of the algorithms has shown that the most challenging network load 
profile is the one based on client-server traffic. Therefore, this section is based on this type of 
network set-up. Characteristics of up-link connections (from a client to the server) and down-
link connections (from the server to any client) are averaged separately. Characteristics of bi-
directional connections are calculated from these averages. 

Although only the fairness of different algorithms were discussed in Section 3.4.2, it was 
obvious from the figures that the number of allowed slot allocations (retry limit) and presence 
or absence of status tables significantly influence the performance of the network. 

First, the evaluation of the effect of retry limit is described in Section 3.4.3.1. Different effects 
on the characteristics of the algorithms at fixed retry limit are shown in Section 3.4.3.2. 

3.4.3.1 Effect of Retry Limit 

Results presented in this subsection are based on the simulation of KTH-RA algorithm 
without status table. Though exact results belonging to other request orders differ, the 
characteristic of dependence on retry limit of those algorithms is the same. 

Figure 3.4.28, Figure 3.4.29 and Figure 3.4.30 show the result of simulations. Figure 3.4.28 
and 3.4.29 displays the characteristics of one of the directions of connections. Characteristics 
of client-to-server and server-to-client connections are presented in Figure 3.4.28 and Figure 
3.4.29, respectively. Characteristics of bi-directional connections can be seen in Figure 3.4.30. 
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Figure 3.4.28- Effect of retry limit on connections from clients to server, KTH-RA algorithm, short bus-length, 
client-server profile, no status table 
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Figure 3.4.29 - Effect of retry limit on connections from server to clients, KTH-RA algorithm, short bus-length, 
client-server profile, no status table 

Figure 3.4.28 and Figure 3.4.29 show an interesting effect. Blocking probability of server and 
client nodes is closer to each other when retry limit is higher, i.e. blocking of client nodes 
decreases and that of server node increases. It is interesting because at lower retry limits 
blocking of server nodes is lower despite of the fact that blocking of the whole system is 
higher. That is, low retry limit makes cache effect stronger. 

Set-up time of client nodes and that of server node move almost together. Both of them 
increase with increased retry limit. 
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Figure 3.4.30 - Effect of retry limit on bi-directional connections, KTH-RA algorithm, short bus-length, client-
server profile, no status table 

Applying a retry limit has the opposite effect on average set-up time and blocking of 
bidirectional connections. If lower retry limit is applied then blocking probability increases 
and set-up time decreases. Figure 3.4.30 helps in finding the compromise between the two 
most important performance characteristics of the system. Set-up time of bidirectional 
connections was calculated as the sum of set-up times for both directions. A bi-directional 
connection is assumed to be blocked if any direction of the call is blocked. 

Blocking probabilities of bi-directional connections decrease almost exponentially if the 
number of allowed slot allocation retrials increases. In the case of lower offered loads, the 
gradient of the blocking curves is bigger, in other words it increases faster. There is no 
blocking at the offered load level of 50% if retry limit is higher than 30. 

The shape of the set-up time vs. retry limit curve depends on the load of the system. At low 
offered load (50-70%) the limit has a minor effect on set-up time. At higher offered loads 
(110%) it is closely proportional to retry limit. 

The optimal operation of the system depends on the specific requirements. If set-up time is 
more important than throughput, a lower retry limit can be chosen. If keeping blocking on a 
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low level is the highest priority, then a higher retry limit can be applied. As blocking 
converges fast to a value, it is advisable - in a general case - to chose retry limit to a value 
where blocking approached its minimum value. In Figure 3.4.30 it can be seen that when retry 
limit equals to 10 blocking is almost at its minimum value in all cases. Choosing a higher 
retry limit increases average set-up time and does not decrease blocking. Optimal limit is 
different for every offered load condition. 

3.4.3.2 Performance at Fixed Retry Limit 

In this section client-server load profile is used and retry limit is fixed to 10. KTH-LR and 
KTH-CF algorithms are simulated in the following circumstances: 

- with and without status table 

- with short (1 km) and long (100 km) bus 

- with smooth (Poisson) and bursty (WWW) traffic 

- with 5 different offered load settings between 50% and 130% 

The task of this section is to evaluate the effect of listed parameters and to compare KTH-CF 
and KTH-LR algorithms. 

Table 3.4.12 and Table 3.4.13 include average set-up time and blocking probability of bi-
directional connections, respectively. 

Set-up Short Poisson Short Bursty Long Bursty 
Load KTH-

LR 
KTH-
RA 

KTH-
S-LR 

KTH-
S-RA 

KTH-
LR 

KTH-
RA 

KTH-
S-LR 

KTH-
S-RA 

KTH-
LR 

KTH-
RA 

KTH-
S-LR 

KTH-
S-RA 

50% 0.27 0.26 0.27 0.26 0.32 0.35 0.32 0.32 0.83 0.99 0.83 0.86 
70% 0.27 0.27 0.27 0.27 0.44 0.47 0.37 0.36 0.98 1.36 0.89 0.95 
90% 0.39 0.4 0.32 0.32 0.69 0.71 0.44 0.42 1.28 2.04 1 1.07 
110% 0.81 0.75 0.44 0.44 0.91 0.91 0.5 0.47 1.57 2.6 1.16 1.2 
130% 1 0.88 0.46 0.46 1.05 1.04 0.52 0.5 1.75 2.93 1.25 1.26 

Table 3.4.12 - Avr. set-up time, bi-directional connections, client-server profile (in milliseconds) 

Blocki
ng 

Short Poisson Short Bursty Long Bursty 

Load KTH-
LR 

KTH-
RA 

KTH-
S-LR 

KTH-
S-RA 

KTH-
LR 

KTH-
RA 

KTH-
S-LR 

KTH-
S-RA 

KTH-
LR 

KTH-
RA 

KTH-
S-LR 

KTH-
S-RA 

50% 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
70% 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
90% 0.00 0.01 0.00 0.00 0.07 0.08 0.02 0.02 0.07 0.08 0.02 0.02 
110% 0.20 0.22 0.19 0.18 0.26 0.27 0.21 0.21 0.26 0.27 0.21 0.21 
130% 0.42 0.45 0.41 0.41 0.43 0.46 0.41 0.41 0.44 0.47 0.42 0.41 

Table 3.4.13 - Blocking probability, bi-directional connections, client-server profile 

Status table 

The effect of status table on performance is the most obvious conclusion of this section. In all 
examined settings algorithms with status table perform better than the same algorithms 
without tables. In other configurations - where short but frequent calls are sent to the bus and 
signaling bandwidth becomes the bottleneck - the performance of algorithms with status table 
degrade faster because maintaining status table requires extra control capacity [J2].  
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The biggest difference in average set-up time is 1.67 ms. That is, set-up time of KTH-RA at 
130% load and long bus improved with 57% due to status table. The biggest difference in 
blocking probability is 0.06 in many cases, which is not as significant improvement as that of 
set-up time is. 

The gain of status tables is bigger if offered load is higher as it can be seen mainly at set-up 
times. At higher offered loads there are less free slots in the system, so "guessing" is not as 
effective as it is at low system loads. 

Bus-length 

In Section 3.4.2.3, the effect of bus-length on fairness was studied. It was concluded that 
KTH-RA and KTH-S algorithms become unfair. Here, the performance of these algorithms is 
examined. Average set-up time increased obviously as inter-node distances are increased. It is 
interesting that though bus-length is 100 times more, set-up time increase at long bus is about 
2 times of the value at short bus. 

Blocking probability is almost independent of the bus-length. Only a very small increase can 
be observed at 130% offered load. 

Burstiness 

As it can be expected, performance characteristics of the network having bursty sources are 
worse than those of the network with smooth sources are. Both average set-up time and 
blocking probability decreased due to sources generating smoother traffic. The biggest 
improvement is 0.31 ms in average set-up time (KTH-RA without status table, 90% offered 
load) which is 43 % compared to the case of bursty source. The biggest improvement in 
blocking probability is 0.07 (KTH-RA without status table, 90% offered load). 

Which request order? 

In the examined circumstances the performance of logical ring and random request order 
algorithms is the same. There is only one exception: average set-up time of KTH-RA without 
status table is higher than that of KTH-LR. As both fairness and performance of KTH-RA 
algorithm is worse than those of KTH-LR at long buses, the usage of KTH-RA algorithm is 
only advised at short buses. 

 

3.4.4 Conclusions on Set-up Time Slot Allocation Al gorithms  

3.4.4.1 Fairness 

A comprehensive study has been performed to investigate the main environmental and 
algorithmic variables effecting the fair operation of nodes located on a DTM dual-bus. It has 
been found that  

- the order of slot requests sent out during connection set-up 

- the presence or absence of status tables 

- and the length of the DTM bus 

are the main factors causing unfairness. 



Chapter III: Performance of Call Level Characteristics of DTM 

61 

In the case of unfair networks the performance difference of nodes depends on  

- the load and burstiness of offered traffic 

- and upper limit on the number of slot requests nodes are allowed to send out during a 
connection set-up (retry limit). 

This thesis analyzes simulation results for the main variants of set-up-time slot allocation 
algorithms. Fairness of algorithms is studied in three different network configurations: 

1. In “external” network configuration each node communicates with a dedicated node at the 
end of the dual-bus 

2. In “client-server” network configuration each node initiates connections to the “server” 
node in the middle of the dual-bus. 

3. Each node establishes connection with equal probability to any other node on the dual-bus 
in the case of “Peer-to-peer” model  

Configurations were tested with short and long bus-length. 

The summary of fairness results is shown in Table 3.4.14. Results in the cells are averaged 
from the 6 results (3 retry limits and two characteristics) presented in Sections 3.4.2.3-3.4.2.8. 

 

 Short bus Long bus 
 KTH-

CF 
KTH-

LR 
KTH-
RA 

KTH-S KTH-
CF 

KTH-
LR 

KTH-
RA 

KTH-
S-CF 

KTH-
S-LR 

KTH-
S-RA 

External unfair fair fair fair unfair fair very 
unfair 

unfair fair very 
unfair 

Client-
server 

very 
unfair 

very 
unfair 

fair fair very 
unfair 

very 
unfair 

very 
unfair 

unfair unfair very 
unfair 

Peer-to-
peer 

unfair fair fair fair unfair fair unfair unfair fair unfair 

Conclusion unfair unfair fair fair unfair unfair very 
unfair 

unfair fair very 
unfair 

Table 3.4.14 - Summary of fairness study 

Networks using KTH-CF  channel allocation algorithm are unfair. The unfair operation is due 
to the following facts: 

- In the case of short bus, nodes at the ends of the dual-bus are in a more favourable 
situation even in the case of external load model because they are asked less frequently for 
slots and consequently they have more free slots in average. These nodes have lower 
blocking probability and/or average connection set-up time depending on the reallocation 
retry limit. 

- Active nodes influence the performance of their neighbours because of deterministic 
channel request order. 

- In case of long dual-bus, the average distance from other nodes in the effective area2 is 
bigger for nodes at the ends of the dual-bus than it is for ones in the middle. This effect 
mainly influences average slot request time, and it decreases the difference between 
middle and outer nodes. Due to this effect fairness of KTH-CF does not degrade 
significantly due to long distances. 

                                                        
2 If node i  can ask slots from node j then node j is in the effective area of node i. 
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Networks using KTH-LR  channel allocation algorithm are unfair because two of the six 
examined configurations are very unfair and four ratings are fair. The main cause of 
unfairness is that active nodes influence the performance of nodes close to them. It is most 
obvious from client-server network load configuration. 

KTH-LR is not very sensitive to the disturbing effect of longer distances. It is unfair in both 
short and long dual-bus, but in the case of long bus it has the best fairness measure among the 
algorithms. The relatively advantageous behaviour is due to the closely even average distance 
of nodes from other nodes within their effective area. 

KTH-RA  slot allocation algorithm is fair in the case of short bus-length. It is very unfair in 
the case of long bus-length. Though blocking probability is almost independent of inter-node 
distance, slot request time is distorted due to the uneven average distance of nodes from other 
nodes in the effective area. As in KTH-RA nodes ask randomly from any other nodes, each 
node is in the effected area of any node. 

 

In the case of short bus-length, set-up-time channel allocation algorithms with status table, i.e. 
KTH-S  algorithms, are fair independently of the request order. 

In the case of long bus, the variants of this algorithm have different characteristics according 
to the request order. Closest first results in very unfair operation. Random request order is 
rated as unfair. In the case of closest first along the logical ring, the operation is fair.  

The main reason of unfairness is: 

- The further is a node from the middle of the bus, the longer is its average distance from 
other nodes (averaging over all nodes). The bigger is average distance the bigger is the 
delay of messages carrying free slot information, and thus the less consistent is the status 
table. 

3.4.4.2 Aggregate Performance 

It is shown in this section that algorithms with status table perform better than the same 
algorithms without tables with any parameter settings. 

It is also shown that blocking probability is independent of the bus-length although, 
obviously, average set-up time increases as inter-node distances are increased. 

It can be concluded from simulation results that performance characteristics in case sources 
generate bursty traffic are worse than they are at smooth sources. The biggest improvement is 
0.31 ms in average set-up time (in the case of KTH-RA without status table, 90% offered 
load) which is 43% compared to the case of bursty source. The most significant improvement 
in blocking probability is 0.07 at the same algorithm and offered load. 

The dependence of performance characteristics on the upper limit of the number of slot 
allocation retries specified for a connection is also studied in this section. It has been found 
that in the case of higher loads (i.e. bigger than 90%) the increasing upper limit increases the 
average connection set-up time and decreases the call blocking probability. The optimal retry 
limit based on the exact curves, which depends on the offered load of the system, and the 
demands on the network (blocking or set-up time is more important) were also determined. 
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3.5 Smoothing Algorithms 

Based on the study of set-up time algorithms, two important observations were made in the 
previous section: 

- Asymmetry in the characteristics of client-to-server and server-to-client directions at 
client-server network load profile can result in unfair operation. 

- Algorithms without status table are not optimized, so the needed number of slot request 
retries for a connection is high. In this subsection, these properties are discussed in detail. 

The first subsection is devoted to the detailed description of these properties because these are 
the motivations for new algorithms. The second subsection proposes two new algorithms to 
improve these properties. Then the effectiveness of proposed smoothing algorithms is shown 
by simulation. Finally, the conclusions of the section follow. 

3.5.1 Motivation 

3.5.1.1 Asymmetry 

Based on the evaluation of set-up time slot allocation algorithms in Section 3.4, it is known 
that nodes initiating calls more often than the others have better performance characteristics. 
This effect is present at both algorithm types (i.e. with and without status table). 

In a client-server network where clients have the same offered load (client-server load 
profile), this effect does not cause unfairness. Asymmetry, however, between the 
characteristics of client-to-server and server-to-client directions of a bi-directional connection 
always occurs.  

In a different high level scenario, however, the same network load distribution can be 
obtained as the one used in the client-server network profile. E.g. suppose that there is an 
experienced user in the network (instead of the server), who uses resources from many 
computers, and all the others use the network less often (instead of clients). In this case the 
experienced user would have lower blocking probability and average connection set-up time 
than the others do. And it is unfairness! 

Instead of displaying blocking probability and set-up time, in the following tables average 
number of slot request retries - needed for a successful connection establishment - are shown. 
Table 3.5.1 shows that value for KTH-RA algorithm without status table separately for the 
client-to-server, server-to-client directions and the average for all calls. The averages are 
calculated at different network loads. Table 3.5.2 shows the same values for KTH-S-RA 
algorithm. The parameters of nodes and hosts are the same as it was in Section 3.4.3. 

Avr. # of retries 50% 70% 90% 110% 130% 
Client-to-server 0.416 1.145 2.474 3.541 4.072 
Server-to-client 0.009 0.033 0.121 0.26 0.389 
All unidirectional 0.213 0.588 1.255 1.696 1.842 

Table 3.5.1 - Asymmetry of server-to-client and client-to-server directions, KTH-RA-10 (without status table) 
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Avr. # of retries 50% 70% 90% 110% 130% 
Client-to-server 0.193 0.438 0.73 0.905 0.969 
Server-to-client 0.004 0.013 0.06 0.187 0.29 
All unidirectional 0.099 0.226 0.395 0.547 0.629 

Table 3.5.2 - Asymmetry of server-to client and client-to-server directions, KTH-S-RA-10 (with status table) 

It can be seen that due to status table the average number of retries is less than 1 also at 130% 
offered load. Without status table an average client node needs to request slots from 4 other 
nodes to collect the slots for a uni-directional connection to the server. 

The asymmetry is also reflected in these numbers. E.g. at 50% offered load, a 46 times more 
slot request are needed for client-to-server connection than for a server-to-client connection at 
both algorithms. Though this ratio is lower at higher offered load, it is significant there too. 

As this phenomenon may be the cause of unfairness, an algorithm is needed that makes a 
balance between the characteristics of very active and not active nodes. 

3.5.1.2 Too many slot requests 

In addition to asymmetry a possible improvement opportunity of algorithms without status 
table can be seen in Table 3.5.1 and Table 3.5.2. Number of slot requests needed to set-up a 
client-to-server connection is very high even at moderate loads. It is 1.145 at 70% load, that 
means that an average node asks slots for a successful connection more than once. According 
to the simulation settings (Section 3.4.3.2) each connection required 1 slot, so 1.145 is a high 
number. The probability mass function of the same random variable (number of retries needed 
for a successful connection) can be seen for client-to-server connections in Figure 3.5.1. 
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Figure 3.5.1 - Probability mass function of number of slot request retries during a successful connection set-up 

It can be seen that algorithm with status table manage to collect the slot without slot request or 
with one slot request, as the probability of 2 or higher retries is very low. At the algorithm 
without status table, if the offered load is as low as 70% the probability that slots are needed 
from other node is 100-55=45%. 

In the followings smoothing algorithms are proposed that are able to eliminate asymmetry and 
improve performance due to distributing free slots evenly (or unevenly) amongst nodes. 
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3.5.2 Description of Smoothing Algorithms 

The goal of smoothing algorithms is to decrease (or eliminate) the need for slot allocation 
during call set-up and to balance the characteristics of active and passive nodes. To reach the 
goal smoothing algorithms are trying to distribute free slots amongst nodes according to their 
loads. I proposed BCA algorithm in [J2] and SSA algorithm in [C1] to fulfil this goal. This 
section describes both algorithms. 

3.5.2.1 Background Channel Allocation Algorithm 

Background Channel Allocation algorithm (BCA algorithm ) [J2, P1], transfers slots between 
nodes in the background, independently of set-up requests coming from hosts. It is able to 
work parallel with any set-up-time algorithms.  

In the algorithm nodes regularly exchange free channels with their direct neighbours along the 
logical ring.  

The goal of the exchange in the case of homogeneous network load is to distribute free 
channels evenly amongst nodes. In order to achieve this goal, nodes check regularly if there is 
any difference between the number of local and neighbouring nodes' free channels. This 
process provides that neighbouring nodes have nearly the same number of free channels at 
any time instant, thus free channels are always distributed almost evenly amongst nodes. 

This idea can be extended to a real algorithm, which considers the case of normal operation 
when the load is different at each node. A priority value for buses in both directions reflect the 
difference between nodes. That is, each node has a priority number for each bus, which 
depends on the traffic load sent to the given bus. Priorities can be constant or can change 
dynamically when adapting to the actual load of the network.  

Exchange of free channels depends on the value of free channels and priorities. Node i 
initiates slot allocation with its ring neighbour - node i+1  - if expression 

|(free channels of node i)*(priority of node i+1)-(free channels of node i+1 )*(priority of node i)| (3.5.1) 

can be decreased by slot allocation. The amount of slots to be transferred is determined so as 
to minimize (3.5.1) and considering that only free channels can be transferred. Node i asks 
slots from node i+1  if the first term of expression (3.5.1) is below the value of the second 
term and it transfers slots if the first term is the higher one. That is, in the case of equal 
priorities, node i transfers one channel to node i+1  if its number of free channels is higher by 
2 than the ones of node i+1 .  

Node i calculates expression (3.5.1) whenever a local connection was set up or released 
(number of local free channels changed). 

If the priority of a node is equal to zero then it is left out from the ring. The next successive 
node is the exchange partner instead. For example if the priority of node i+1 is 0 for one of 
the buses then node i+2  is the partner of node i  for the allocation of free slots on that bus.  

BCA algorithm is based on the comparison of the amount of local and neighbouring free 
channels. This is why it requires a very small status table where nodes keep a record of free 
slots of direct neighbouring nodes on the ring. Nodes send administration messages to the first 
upstream neighbouring node along the ring after each change in the number of local free 
channels in order to provide information for maintaining up-to-date tables. 
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Priority defined above does not effect directly the amount of bandwidth available for a node. 
It is rather related to the possibility of setting up a channel without slot reallocation, 
independently of the bandwidth used. This definition of priority can be used for optimising 
the network utilization and channel set-up times. 

Priorities can be dynamic and static as well. In the case of dynamic priorities, a traffic 
estimation procedure modifies the priority of the node. Estimators use parameters of previous 
connections (e.g.: amount of required bandwidth and interarrival times) to calculate the 
current priority. If the characteristics of the traffic are known effective estimators can be 
constructed. However, estimators can be built without preliminary information about the 
traffic. Dynamic priorities are not used in this examination, as offered load during a 
simulation run was static. 

The other solution is to assign static priorities to nodes where priorities are changed at 
management level. In this case the basis of priority assignment can be the role of the node in 
the network or the price paid by the customer of the node.  

If priority is based on the role of the node, we can assign higher priority to nodes connected to 
servers or to switching nodes, and lower priority to nodes connected to clients. 

If priorities are proportional to charges paid by customers then it is a better solution to rewrite 
expression (3.5.1) so as those priorities are compared to the number of all the channels owned 
by nodes. 

In this case priority is related to the bandwidth that can be used by the connections of the node 
without reallocation during set-up. If priority is high, many channels can be used without the 
additional delay of slot reallocation. If slots of the node are used by connections, then slot 
allocation is required at every new connection set-up. This kind of priority usage is 
appropriate for charged systems, because the customer who pays more can build up more 
connections without the delay of set-up-time slot allocation. There are significantly fewer 
channel allocations in this system compared to the one using the number of free channels for 
calculating function (3.5.1).  

3.5.2.2 Set-up-time Smoothing Algorithm 

Set-up-time Smoothing Algorithm (SSA) [C1] is the improved version of BCA. In BCA, slot 
exchange is performed always between the same nodes: only direct neighbours along a logical 
ring transfer slots between each other in the background. The advantage of this operation is 
that nodes only have to store status information about their ring neighbours. However, it has 
drawbacks too in real implementations. In certain cases, distribution of free channels may 
differ significantly from the priority distribution. If – for example – there are a few nodes with 
very low activity between nodes that have many free slots and nodes that have high priority, 
BCA does not transport free slots to high priority nodes. 

In SSA, free slots can be exchanged between the parties of connections during connection set-
up and release procedure. The rules of slot exchange are the same as it is in BCA: nodes 
transfer free slots if expression (3.5.1) can be decreased. 

Exchange partners of BCA are always different, and SSA is aimed to improve algorithms 
without status tables. Therefore, nodes add additional information into DCP Announce and 
DCP Attach messages.  

The SSA procedure during connection set-up is described in detail below: 

1. The sender node sends the number of its free slots in the DCP Announce message. 
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2. The receiver compares the number of its and sender node’s free slots.  

3. a, If receiver node should send slots according to (3.5.1), it includes the number of slots to 
be transferred into the DCP Attach message, and initiates a slot transfer procedure. 
 
b, If sender node should send slots, the receiver puts the number of slots it asks from the 
receiver into the DCP Attach message. When the sender received the DCP Attach 
message, it initiates a slot transfer procedure with the receiver. 

Note that definition of sender and receiver node is based on the data transmission roles (not 
on the transmission of control information). As connections are uni-directional at DCP level, 
one of the parties of the connection is always sender, and the others are receivers.  

Operation of SSA algorithm can be described in the same way for connection release 
procedure. 

The main differences between BCA and SSA are summarized in Table 3.5.3 

 BCA SSA 
Who are slot request partners? neighboring nodes along logical 

ring 
parties of connections 

When do slot requests occur? any time during connection set-up and release 
How to send information about 
the number of free slots? 

in separate messages in modified connection set-up and 
release procedure 

Table 3.5.3 – Differences between BCA and SSA algorithms 

3.5.3 Simulation Results 

BCA and SSA algorithms were proposed to balance performance characteristics of active and 
passive nodes and to improve performance of the network. 

The primary goal of this subsection is to examine whether the above design goals of BCA and 
SSA algorithms are fulfilled or not. The effectiveness dependency on burstiness of traffic and 
bus-length is also investigated. 

3.5.3.1 Short Bus, Bursty Traffic 

First, the short bus and bursty traffic case is examined. Both smoothing algorithms perform 
best when using together with set-up-time slot allocation algorithms. As BCA uses logical 
ring during background allocation, it is applied together with KTH-LR. SSA is used with 
KTH-RA algorithm in the following study. Both KTH-LR and KTH-RA algorithms have 
tuning (Section 3.4.2.4), as it improves performance. 

Performance 

Performance of smoothing algorithms is simulated with the following configuration: 

- Retry limit = 10 

- client-server load profile 

- priority settings : nodes with any activity have 1 as priority, idle nodes have 0 priority 
(separately for both directions) 

Simulation results are displayed in Table 3.5.4, and the same data can be seen in Figure 3.5.2 
and Figure 3.5.3. 
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 Blocking probability Avr. connection set-up time (ms) 
Load 50% 70% 90% 110% 130% 50% 70% 90% 110% 130% 
KTH-LR 0 0.004 0.072 0.258 0.434 0.321 0.44 0.686 0.913 1.047 
KTH-LR+BCA 0 0 0.072 0.256 0.434 0.314 0.39 0.615 0.901 1.071 
KTH-RA 0 0.005 0.077 0.272 0.455 0.347 0.471 0.706 0.915 1.039 
KTH-RA+SSA 0 0 0.027 0.228 0.424 0.28 0.289 0.451 0.812 1.008 
KTH-S-LR 0 0 0.018 0.209 0.411 0.324 0.369 0.437 0.498 0.521 
KTH-S-LR+BCA 0 0 0.022 0.202 0.409 0.305 0.34 0.427 0.53 0.576 

Table 3.5.4 - Performance of smoothing algorithms, short bus, bursty traffic, bi-directional connections 
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Figure 3.5.2 - Blocking probability of smoothing algorithms 
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Figure 3.5.3 - Average set-up time of smoothing algorithms 

Simulation results can be used to define the application area of smoothing algorithms. The 
most appropriate offered load range can be selected. The effect of status tables can be seen. 

Figures show that smoothing does not improve the performance of algorithms with status 
table. Though a very small improvement can be noticed in set-up time at 50%, 70% and 90% 
load, at higher loads the performance of algorithms with status table degraded due to 
smoothing algorithms. The main performance gain of smoothing algorithms is that they could 
decrease the number of slot allocation retries needed for a successful connection. As figure 
3.5.1 shows, the number of slot allocation retries is low when status tables are present, so 
there is no room for this kind of optimisation. 



Chapter III: Performance of Call Level Characteristics of DTM 

69 

Improvement of set-up time of algorithms without status table is, however, significant if the 
network is not overloaded. Among KTH-LR, KTH-LR+BCA, KTH-RA and KTH-RA + SSA 
algorithms the last one is the best. SSA algorithm is most effective in 50%-100% offered load 
range. The highest improvement on set-up time is 0.25 ms at 90% load and KTH-RA + SSA 
algorithms. That is, SSA decreased average set-up time by 35 %. At 130% offered load, the 
gain of SSA algorithm is only 0.03 ms. Less effective ranges of smoothing algorithms can be 
explained with the followings: 

- Above 100% load, "there is nothing to smooth", i.e. there are very few free slots in the 
system. 

- Below 50% offered load, "there is nothing to optimize". i.e. there are many free slots in 
the system.  

Blocking probability of the system was decreased due to SSA algorithm at each offered load, 
but its effect is small. The highest improvement is at 90% offered load, where blocking is 
lower with 0.05 (from 0.07 to 0.02). 

The range between 50% and 100% offered load is the most important one for well-designed 
networks. If offered load is higher for longer time, the network is mis-dimensioned, and it is 
not able to provide efficient services. Lower offered load - for a long time - means that the 
network is over-dimensioned and the operator paid for unused bandwidth. 

It is also interesting that at 50%, 70% and 90% offered loads KTH-RA with SSA have nearly 
the same performance as KTH-RA with status table. 

Priority settings 

In the previous section, performance was examined with fixed priority settings. Now, it will 
be shown how to find an optimal priority settings at client-server configuration taking into 
account the viewpoint of symmetry and performance. 

Priorities of client nodes in this section are the same as they were before. Priority of server 
node, however, is varied between 50 and 0.05. The effect of priority settings on client--to-
server connections, server-to-client connections and bi-directional connections can be seen in 
Figure 3.5.4 and Figure 3.5.5. The first item is KTH-RA algorithm without smoothing at each 
offered load. At KTH-RA + SSA algorithm, the ratio of server priority and client priority is 
displayed after the name of SSA algorithm. 
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Figure 3.5.4 – Effect of priority settings on blocking probability 
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Figure 3.5.5 – Effect of priority settings on average set-up time 

First, let us take the viewpoint of symmetry vs. priority ratios. Figure 3.5.4 shows that the 
lower is the priority of server the closer is blocking probability of client-server (uplink) and 
server-client (downlink) connections. Blocking of uplink connections decreases and blocking 
of downlink connections increases when the priority of server node decreases. Blocking 
probability of uplink connections, however, is always below that of downlink connections. 

Average set-up time of uplink connections can exceed that of downlink connections at certain 
priority ratios. The crosspoint of uplink and downlink curves depend on the offered load of 
the network. At 130% load downlink/uplink ratio is 1/20, at 90% load it is 1/1. Priority setting 
of server node mainly influences the set-up time of downlink connections. Set-up time of 
uplink connections does not decrease in case the server has lower priority. 

Both figures show that priority is an effective tool to balance the characteristics of nodes with 
different load of connections. 

The next question to answer is how performance of bi-directional connections depends on 
priority ratio . Based on Figure 3.5.5, optimal priority is the one, which strengthen cache 
effect, i.e. the higher the priority of server the lower average set-up time of bidirectional 
connections is. Priority of server does not effect so significantly the blocking probability 
curve, except that blocking increases if the server has too high priority. 

3.5.3.2 Effect of Long Bus and Less Bursty Sources 

Section 3.5.4.2 analyzed SSA algorithm in detail. This section examines the effect of longer 
bus-length and less bursty traffic sources. Main configuration settings are the same as in the 
previous section: 

- Retry limit = 10 

- client-server load profile 

- priority settings : nodes with any activity have 1 as priority, idle nodes have 0 priority 
(separately for both directions) 

Long bus 

Table 3.5.5 shows the performance of smoothing algorithms. The same conclusions can be 
drawn from this table as we obtained for short bus. Namely, smoothing does not improve 
significantly (rather degrade) the performance of slot allocation algorithms with status table. 
Set-up time of algorithms without status table, however, is decreased significantly in 50%-
100% offered load range. SSA improved slightly blocking at almost every offered load. The 
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largest improvement of set-up time is at 90% offered load: it is equal to 0.81 ms, which is 
40% of the set-up time of KTH-RA algorithm. The largest improvement of blocking is 0.05 at 
70% and 90% load. 

Load 50% 70% 90% 110% 130% 50% 70% 90% 110% 130% 
Algorithm Blocking probability Avr. slot request time 
KTH-LR 0 0.004 0.07 0.262 0.438 0.832 0.977 1.28 1.572 1.753 
KTH-LR+BCA 0 0.007 0.075 0.252 0.441 0.822 0.885 1.194 1.54 1.764 
KTH-RA 0 0.005 0.076 0.273 0.466 0.994 1.358 2.04 2.596 2.933 
KTH-RA+SSA 0 0 0.025 0.227 0.427 0.786 0.808 1.23 2.325 2.89 
KTH-S-LR 0 0 0.018 0.205 0.42 0.835 0.891 1.004 1.163 1.251 
KTH-S-
LR+BCA 

0 0 0.019 0.203 0.423 0.81 0.842 0.99 1.196 1.315 

Table 3.5.5 - Performance of smoothing algorithms, long bus, bursty traffic 

Poisson traffic 

The last topic in this section is the effect of burstiness on the effectiveness of smoothing 
algorithms. In Section 3.4.3 it was shown that Poisson traffic sources are more convenient for 
the network, as both performance characteristics improved compared to WWW traffic. 
Effectiveness of smoothing algorithms can be seen in Table 3.5.6 in the case of Poisson 
sources. 

Load 50% 70% 90% 110% 130% 50% 70% 90% 110% 130% 
Algorithm Blocking probability Avr. set-up time 
KTH-LR 0 0 0.005 0.202 0.419 0.266 0.274 0.388 0.813 0.999 
KTH-LR+BCA 0 0 0.007 0.204 0.418 0.263 0.268 0.352 0.832 1.038 
KTH-RA 0 0 0.006 0.219 0.451 0.263 0.272 0.398 0.745 0.878 
KTH-RA+SSA 0 0 0.001 0.204 0.43 0.263 0.263 0.314 0.854 1.011 
KTH-S-LR 0 0 0 0.186 0.413 0.265 0.271 0.319 0.438 0.463 
KTH-S-
LR+BCA 

0 0 0 0.185 0.412 0.263 0.267 0.307 0.481 0.518 

Table 3.5.6 - Performance of smoothing algorithms, short bus, Poisson traffic 

Simulation results show that SSA algorithm is more effective at bursty traffic than here. SSA 
decreased blocking of KTH-RA without status table at any load. It also decreased set-up time 
below 100% offered load. When, however, offered load is above 100% SSA and BCA 
increased set-up time, so it is worth to switch off smoothing when the system is overloaded. 
The performance of algorithms with status table is not improved with smoothing algorithms. 

3.5.4 Conclusion on Smoothing Algorithms 

Simulation results presented in Section 3.5 showed that asymmetry of set-up-time slot 
allocation algorithms can be corrected with smoothing algorithms and proper priority settings. 
As set-up-time algorithms provide better service for active nodes, their priority should be set 
to a smaller value.  

The exact dependence of asymmetry on priority values is also worked out. . Simulation results 
show that - in the case of client-server network configuration – blocking probabilities of the 
down-link (server-client) and up-link (client-server) connection are equal if the priority of the 
server is 1 and that of the clients is 20. The priority ratio, where average set-up times of up-
link and down-link connections are symmetrical, depends on the offered load in the network. 
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E.g. at 130% offered load the symmetrical server/client priority ratio is 1/20; at 90% offered 
load it is 1/1. 

Simulation also proved that adding smoothing algorithms to set-up time algorithms without 
status table improves the performance of the DTM dual-bus if offered load is between 50% 
and 100%. 

It can be concluded that based on average set-up time, optimal priority is the one that 
strengthens cache effect, i.e. the higher the priority of the server is the lower the average set-
up time of bi-directional connections is. Priority of server does not effect so significantly the 
blocking probability curve, except the case when the server has too high priority. In this 
special case blocking probability increases. 

It is also shown that smoothing algorithms improve the performance of the system more 
significantly if sources generate bursty data. 
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Chapter IV: Message Level Characteristics of Multiplexing Methods 

4.1 Introduction 

DTM is an integrated services network with 512 kbps channel granularity using fast circuit 
switching. 

Due to its inherent circuit switched operation, resources have to be reserved prior to usage and 
they remain unused between bursts of information. Burst switching is only one of the 
solutions to utilize the channel between bursts. This chapter presents another solution: 
multiplexing that allows multiple sources to transmit data into the same DTM channel. 

In addition to better utilizing the channel, multiplexing can also decrease granularity of DTM 
channels. This is important because the bandwidth of a DTM channel can change in relatively 
big - 512kbps - steps (64 bit slots within 125 microseconds long cycles), and a one-slot DTM 
channel has 512kbps capacity. 

Two multiplexing methods are proposed in this chapter. Both of them support priority levels, 
which enables the definition of quality of service classes. Sources with high priority can 
transmit real-time traffic. Sources transmitting data communication traffic have low priority. 

 

Though multiplexing can increase the utilization of network resources, it can also degrade 
service quality provided to users if the network is not dimensioned appropriately. A thorough 
analysis of the most important system characteristics is also presented for the proposed 
multiplexing methods in this chapter: 

- For high priority sources - as they are assumed to have real-time behaviour- message 
delay and delay variation are the most important characteristics. 

- Low priority sources - assumed to transmit data communication traffic - are sensitive to 
message loss and message delay. Variations in the delay are less important in this case. 
Loss of messages can be caused by buffer overflow in multiplexers, so buffer length is 
another relevant characteristics. 

Consequently, it can be said that the distributions of two random variables are always 
important in a multiplexing system:  

- length of the queues (system content) 

- queuing delay of messages (system time) 

System content and system time random variables expressed in the dissertation. System 
content is the number of messages in the server plus the messages in the queue. System time 
of a message is the time it spent in the queue plus the delay due to its service (in the server). 

The multiplexing methods to be presented are analyzed with the means of discrete time 
queuing theory. The goal of the analysis is to obtain the probability distribution of the above 
characteristics. As the probability generating function (pgf) contains all information about the 
distribution, my goal is to derive the pgf of the system time of messages and that of the 
system content. 

 

The chapter is structured as follows. 
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In the first part of Section 4.1 the basic assumptions of discrete-time queuing theory are 
introduced. Then the need for multiplexing is illustrated through a simple example, where the 
characteristics of the DTM channel serving a single source are analyzed. Finally, the section 
presents the proposed multiplexing methods. 

In Section 4.2, three mathematical models are proposed for the first multiplexing method. The 
relation between the models and the detailed analysis of one of the models is also discussed. I 
obtained closed formulas for the pgfs of the discussed characteristics, for their first two 
moments and for the approximations of tail probability distributions. Results are illustrated 
with examples. 

In Section 4.3, another multiplexing method is analyzed. Two models are presented and the 
solution of the models is cited from the literature. 

Finally, the comparison of the multiplexing methods follows in Section 4.4. 

4.1.1 Discrete Time Queuing Model 

Before the analysis of the systems, the basics of the model used in discrete time queuing 
discipline are introduced [BrKi93]. 

The time axis in discrete time queuing systems is divided to fix length intervals, usually called 
slots. In DTM the word "slot" is reserved to the 64-bit long time slot of a cycle, so the slot of 
the discrete time queuing systems is referred to 

- time-unit when generally speaking 

- slot, cycle or frame when the time-unit is a slot, a cycle or a frame in DTM terminology 
(see definition in Section 2.2.2, Figure 2.2.4). 

The main properties of the queuing model used in this document are the followings: 

- When messages arrive they are stored in a buffer with infinite length. 

- The length of a time-unit is normalized to 1, as usually in discrete time models. 

- Message arrivals are assumed to take place at the end of the time-unit, because in the 
dissertation only the integer part of the system characteristics is examined. 

- The service of a message that arrives in a time-unit starts soonest at the beginning of the 
next time-unit and lasts 1 time-unit. 

 

Three types of variables are considered in the dissertation: 

- system content (or system occupancy, queue length, buffer length) 

- unfinished work 

- system time (or waiting time, message delay) 

Unfinished work is the time needed to empty the message queue. System time is the time 
between the completion of the service and the arrival of a message. System content is the 
number of messages in the message queue including messages under service. 
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4.1.2 Performance Parameters of a Queue Serving a S ingle Source 

A simple system will be presented in this section to show the need for multiplexing methods: 
a source with real-time needs that is allowed to use the whole bandwidth of a DTM channel. 
In general, this channel consists of c slots in a cycle. If the number of messages sent to the 
queue in a cycle is a sequence of independent and identically distributed random variables, the 
GI-D-c discrete-time queuing model describes the operation. The short notation GI stands for 
general independent arrivals in a time-unit, D means that the service process is deterministic 
and c means that there are c servers in the system. 

The complete analysis of the Gi-D-c queuing system can be found in e.g. [BrKi93]. The goal 
of this section is to show the possible gain of multiplexing. Therefore, only a simplified model 
is presented where the number of servers is 1 (Gi-D-1), or in other words the source transmits 
in a one-slot DTM channel. 

The analysis of the system should start by the evolution equation for the queue length: 

kkk AUU +−= +
+ )1(1  (4.1.1) 

where the operator+⋅)(  gives the value of the argument if it is greater than 0, otherwise it 
returns 0.  kA  is the number of messages arrived during cycle k, and kU  is the system time at 
the beginning of cycle k. The arrival process is a batch Bernoulli process with general batch 
size distribution B [MB96]. In other words the sequence of }{ kA  is the sequence of 
independent and identically distributed random variables. In this case the sequence of 

}{ kU forms a Markov chain, therefore the stability criterion for }{ kU is 1}{ <kAE . 

The definition of the probability generating function of a random variable X is 
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Where X(z) is the pgf of X, and x(i) is its probability mass function )()( iXProbix == .  

The pgf of system occupancy at random slot boundaries can be easily expressed from (4.1.1) 
and definition (4.1.2) 
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The pgf of the integer part of system times - )(zV  - can be written as 
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The mean values are the first derivatives of the generating functions at z=1 point: 
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The variances can be expressed from the first and the second derivatives at z=1 point: 
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The tail of the probability mass function can be approximated by an exponential distribution 
that belongs to the smallest positive real pole (which is greater than 1) of the generating 
function. The tail of the mass function can be expressed as (or approximated as) the sum of 
exponential distributions. Furthermore, it can be assumed that at the tail the exponential 
distribution belonging to the pole with the smallest absolute value is dominating. The tail 
probability of the system occupancy can be obtained using the results presented in [BSDP94, 
BrKi93]. 
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where 0z is the dominant pole of (4.1.3) and (4.1.4), the solution of equation )(zAz = . 

4.1.2.1 Examples 

Now, let we see three example distributions and calculate the mean values and the tail 
probabilities. Because there is a simple relationship between the system contents and the 
system time (see (4.1.5) and (4.1.9)), only the system time is displayed. 

We assume in all of the examples that the sequence of the number of messages arrived in 
successive time-units is a sequence of independent and identically distributed random 
variables. The first example is a Poisson process, the second one is a batch Bernoulli process 
with constant batch size, and the last example is a batch Bernoulli process with uniform batch 
size distribution between two values. 

Poisson arrival 

The pgf of the poisson arrival process is )1()( −= zezA λ , and its peakedness - i.e. the ratio of the 
variance and the mean value - is 1. Substituting into (4.1.5) and (4.1.9) 
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Batch Bernoulli arrival with batch size L 

The pgf of the arrival process is LpzpzA +−= 1)( , and the peakedness is pLLk −=  

The expressions for the mean values and the tail distribution are 
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Batch Bernoulli arrival with uniform batch size dis tribution between L and K 

The pgf and the peakedness of the batch Bernoulli arrival process with uniform batch size 
distribution between L and K are  ��
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The characteristics of the queue length can be expressed as 
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Evaluation 

Now, let us take concrete examples of the distributions described above. The peadkedness is 
also show next to the name of the distributions: 

- Poisson process; 1=k  

- Batch Bernoulli process with batch size 30; ρ−= 30k  where ρ  is the load of the queue. 

- Batch Bernoulli process with uniformly distributed batch size between 30 and 90; from 
(4.1.12) the peakedness is ρ−= 4.64k  where ρ  is the load of the queue. 

 

Based on the tail probabilities two important parameters can be calculated. Though our model 
assumes infinite buffers, it was shown in [BSDP94] that the probability )( 0UUP > is a good 
estimation of the message loss probability of a finite queue with cU +0  size where c is the 
number of servers (in this case 1). The sizes of the buffers are dimensioned so that the 
message loss probability should be below a certain value. Figure 4.1.1 shows the required 
buffer size if the maximum message loss rate is 10-4. 
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Figure 4.1.1 - Dimensioning the queue length 
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Figure 4.1.2 - Probability of too long delay 

Figure 4.1.2 displays the ratio of messages having larger delay in the queue than 10 ms. 

If the source is bursty and delay sensitive then its load should be limited in order to keep the 
delay below a certain level. In Figure4.1.2 it can be seen that in case the probability that the 
queuing delay is greater than 10 ms is specified to 10-3, the maximum load limit for the batch 
Bernoulli source with batch size 30 is 0.35. That is, the utilization of the DTM channel is very 
low. 

We can conclude that adding sources with flexible bandwidth and delay requirements to the 
same DTM channel can increase the utilization of the system. 

4.1.3 Proposed Multiplexing Solutions 

We learned from the previous section that the utilization of the DTM channel can be enhanced 
if we multiplex low priority (LP) sources with the high priority (HP) delay sensitive source. 
Two multiplexing solutions are proposed and analyzed in the dissertation, where several LP 
sources are multiplexed with a single HP source. In this section the common properties of the 
multiplexing methods will be summarized. 

Both multiplexing methods leave the quality of the HP connection unchanged. This statement 
also involves that though LP sources can use the bandwidth when the HP source is listening, 
when the HP starts to transmit it does not have to wait for the channel to become available. If 
this switching from the LP sources to the HP source is not fast then the delay variation of the 
HP source increases. 
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To keep the delay variation at a low level, it is assumed in the multiplexing methods that HP 
and LP sources use the same DTM channel during the whole connection. No channel release 
and establishment is done when one source takes over the right of the transmission from 
another one. Due to this an additional addressing method is needed to distinguish between the 
transmitting sources. The addressing methods will be presented at the detailed description of 
the multiplexing solutions in the following sections. 

The management of sources using the DTM channel is easier and the switching time between 
connections is shorter if sources are connected to the same node. The receiver hosts can reside 
at different nodes, but in this case a node has to listen to a common channel and to filter the 
data of its hosts. The topology restriction is shown in Figure 4.1.3. 

LP LP LP LP LP LP HPHP  

Figure 4.1.3 - Sources of a DTM channel are connected to the same node 

A DTM channel can be shared in many ways. The first method to be discussed in Section 4.2 
multiplexes LP sources using time division multiplexing. The second method - described in 
Section 4.3 - uses packet headers and trailers to separate LP sources from the others.  

4.2 Time Division on Two Time Scales with Priorities Multiplexing Method 

In this section, a new multiplexing method is described and analyzed, which was initially 
proposed in [C4], and further analyzed in [J1]. The section is structured as follows. 

First, the introduction of the so-called “time division multiplexing on two time scales” 
multiplexing method is presented in Section 4.2.1. Then in Section 4.2.2, three queuing 
models will be proposed that describe the operation of low priority sources. In Section 4.2.3, 
4.2.4 and 4.2.5 three parallel mathematical analyzes are given based on the presented models. 
The last subsection compares the presented models based on the mean values. 

4.2.1 Description 

In the time division multiplexing on two time-scales with priorities (TDM multiplexing) 
solution, low priority sources are multiplexed in the time domain: 

M successive cycles of the DTM channel form a frame (see Figure 4.2.1). Each low priority 
source is allowed to transmit once in a frame. Since each low priority source has its own 
cycle, they do not share resources among themselves. The only high priority source belonging 
to the DTM channel is able to transmit messages in every cycles of the DTM channel; low 
priority sources can only use the Mth portion of the remaining bandwidth. 
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Figure 4.2.1 - Concept of Slot, Cycle and Frame 

 

An addressing method is needed to distinguish between the transmitting sources. This 
involves two tasks: 

- distinguishing the HP source from the LP sources 

- distinguishing a LP source from other LP sources 

 

The distinction between the HP source and LP sources is based on a priority bit assigned to 
each slot. If it is one then the slot contains HP data; else it carries LP data. 

The receiver should also distinguish one low priority source from the others. As low priority 
sources are multiplexed with TDM, the location of the cycle within the frame identifies the 
LP source. 

4.2.2 Models 

Figure 4.2.2 shows the queuing model of the system. Each source has its own queue. Lines 
show in the figure when sources are allowed to transmit. The other signs on the time axis are 
explained in Figure 4.2.1. kiU ,,2  is the system content that belongs to low priority (priority 2) 

source i in cycle k and kiA ,,2 is the number of slots arrived to the low priority queue (priority 2) 

of source i in cycle k. kU ,1 is the system content that belongs to the high priority (priority 1) 

source in cycle k.  

Time

A2,4,k

A2,3,k

A2,2,k

A2,1,k

A1,k

U2,4,k

U2,3,k

U2,2,k

U2,1,k

U1,k  

Figure 4.2.2 - Queues in the TDM solution 

The operation of a given low priority source is independent of the other low priority sources. 
The characteristics of the high priority source are independent of any other source. Thus, it is 
enough to analyze one of the low priority sources, and the results can be applied to all of 
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them. That is, the analysis of the system can be simplified to two sources as displayed in 
Figure 4.2.3. 

Time

A2,i,k

A1,k

U2,i,k

U1,k  

Figure 4.2.3 - Queuing model of the TDM solution 

To specify the details of the model, the time scale of the analysis and the traffic model of the 
sources should be considered. 

4.2.2.1 Times Scale and Traffic Model 

The operation of the TDM solution can be modeled on three time scales: 

- slot level, the length of a slot is ~100ns if the total bandwidth is 622Mbps  

- cycle level, the length of a cycle is 125µs 

- frame level, the length of a frame is 1ms if there are 8 cycles in a frame 

 

The choice of the time scale depends on the operation of the queue. 

High priority queue is served once in every cycle – it is operating at the cycle level. 
Therefore, its operation can not be described with a frame level model. Even though the slot 
level model provides better accuracy, it is based on a more accurate description of the sources, 
i.e. the complexity of the model increases. 

Low priority queues are served once in every frame – they are operating at the frame level. 
That is, all three models are appropriate for the description of the queues. Both the accuracy 
and the complexity of the descriptions increase if smaller time scales are used. The frame 
level model is the least accurate and least complex, the slot level model is the most accurate 
and most complex. 

 

The analysis of the slot level operation is too complex. The approaches are used in this work: 

- Cycle level model – Cycle level model for both the low and the high priority queues 

- Frame level model – Cycle level model for the high priority queue and frame level model 
for the low priority queues. 

Frame and cycle level models are illustrated in Figure 4.2.4 and Figure 4.2.5. 

Time

TA=1 TB=2M-1 TB=3M-1TA=1 TA=1

U1,0=0 U1,M>0 U1,2M =0 U1,4M>0U1,3M>0 U1,5M=0
 

Figure 4.2.4 - Cycle level model 
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Time

TA=1 TA =1 TA =1TB =1 TB =2

U1,0=0 U1,1>0 U1,2=0 U1,4>0U1,3>0 U1,5 =0
 

Figure 4.2.5 - Frame level model 

Based on the description of the multiplexing system, two new random variables can be 
defined for each low priority source. 

- length of the availability interval (or A-time) - TA 

- length of the blocking interval (or B-time) - TB 

The availability interval is the number of successive time-units (cycles or frames) when the 
output channel is open for the low priority source. Blocking interval is the number of 
successive time-units (cycles or frames) when the output channel is blocked for the source. 
Figures 4.2.4 and 4.2.5 display the availability and blocking times of the first low priority 
queue. Because low priority sources are multiplexed with time division multiplexing, the 
length of the availability times is always one time-unit (cycle or frame). Availability intervals 
occur when two events coincide: 

- the high priority queue is empty 

- the chosen low priority queue is allowed to transmit  

The distributions of TA and TB random variables are important because two of the queuing 
models to be presented are based on these values instead of the distribution of the arrival 
process of the high priority source. 

 

In the case of the cycle level model, the evolution equation for the system occupancy of the 
low priority queue is "#"$% +

+=+−−
=

++

+
otherwise                              

(integer)number  frame  theis   where if     ))1((

,,2,,2

,,2,1,,2
1,,2

kiki

kikki
ki

AU

niMnkAUU
U  (4.2.1) 

with the notations of Figure 4.2.2. 

In the case of the frame level model, the evolution equation for the length of the low priority 
queue is 

nininini AUUU ,,2,,1,,21,,2 ))1(( +−−= ++
+  (4.2.2) 

where niU ,,2 is the length of the low priority queue (priority 2) of source i in frame n and 

niA ,,2 is the number of messages arrived to the low priority queue (priority 2) of source i in 

frame n. niU ,,1 is the content of the high priority queue (priority 1) in the cycle of source i 

within frame n. 

Each description has its advantages. The results obtained from the cycle level approach can be 
used when the TDM multiplexing method is compared to another technique in Section 4.4. 
Using the frame level description, two models (in Section 4.2.6) of the TDM multiplexing 
method can be compared. 
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The next factor to be considered is the arrival processes. Traffic models can be grouped to two 
main categories: independent and non-independent arrivals. 

Independent arrival assumes that the sequence of the number of messages arrived in 
successive time-units is a sequence of independent and identically distributed random 
variables. Due to these properties the queue length and the number of arrived messages in a 
given time-unit (e.g.: cycle) are mutually independent random variables. That is, the queue 
length in a given cycle only depends on the arrivals in previous cycles that are independent of 
the actual arrival. 

Non-independent arrival models are analyzed in e.g. in [BrKi93] assuming correlation in the 
arrival process. In those models the queue length and the arrival process are correlated that 
makes the description of the system more difficult. 

4.2.2.2 Applied Models 

Three models will be presented to describe the operation of the TDM multiplexing method. 
This section shortly introduces them. The detailed models are discussed in the following 
subsections (Sections 4.2.3, 4.2.4 and 4.2.5). 

In the first model, which is called the interrupted server model with uncorrelated 
interruptions (later: uncorrelated model), it is assumed that the number of messages a low 
priority queue can serve in successive frames form a sequence of independent and identically 
distributed random variables. This criterion yields more restrictions on the arrival process of 
the high priority source. That is, the model can only be applied to systems where the high 
priority source can be characterized as a Bernoulli source. In the dissertation, only the mean 
values of the system content and the system time are discussed, but in the general case of 
multi-slot channels. The generating functions of these measures are expressed from the third 
accurate  model for single-slot channels. 

The advantage of this model is due to its simplicity: 

- multi-slot channels can be analyzed 

- the system time and system content can be expressed directly from the parameters of the 
arrival process 

The weakness of this model is that 

- there is a strict restriction on the arrival process of the high priority source 

- only the frame level approach can be used, which is not accurate 

 

The second model describes the operation of low priority sources with the GI-G-1 queuing 
model (later: GI-G-1 model). GI-G-1 is a basic discrete-time model with single server, 
infinite waiting room, independent arrivals and arbitrary service times [BrKi93, Hun83]. 

The service time – i.e. the time a low priority message spends at the first place in the queue – 
of low priority messages is upper bounded with the random variable that is the sum of an A-
time and a B-time. A-time is deterministic and B-time is i.i.d. r.v. if the arrival process of the 
high priority source is independent. Therefore, substituting the real service time with the sum 
allows us to apply the GI-G-1 model.  

The main weaknesses of the model are: 
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- it is only an approximation 

- it can be applied to one-slot DTM channels 

- in a general case the distribution of the blocking interval should be numerically calculated 
from the arrival process of the high priority source 

Its advantages are: 

- each source can have general independent arrival distribution 

- can be applied to both cycle and frame scale models 

 

The third model is based on the interrupted server model using the distribution of the length 
of the availability and the blocking intervals of the output channel [BrKi93, Bru84, Bru86] 
(later: AB model). In [BrKi93], the general model is analyzed where both A-times and B-
times can have general independent distribution. In the case of TDM multiplexing method, a 
special case of this model can be used, so I was able to calculate the pdf of new system 
characteristics (system time, unfinished work) in addition to the ones already published 
elsewhere (system content). 

The advantage of this model is its generality: 

- the arrival process of the high priority traffic can be general independent 

- the results can be applied to both frame and cycle level models 

- the generating function, and thus also the moments (mean value and variance) and the tail 
distribution, can be obtained for the system contents, system time and unfinished work 
variables 

The weakness of this model is that 

- only single-slot channel can be analyzed 

- in a general case the distribution of the blocking interval should be numerically calculated 
from the arrival process of the high priority source 

4.2.3 Interrupted Server Model with Uncorrelated In terruptions 

The first model is called interrupted server model with uncorrelated interruptions. It is 
assumed in the model that an independent identically distributed process interrupts the service 
of low priority queues. 

The mean value analysis of a queuing system is described in [GyPa96], which is based on the 
assumption that the number of served messages per time-unit is independent and identically 
distributed random variable. This system has uncorrelated interruptions because the 
probability that no messages are served in a time-unit is independent from the past of the 
queue. Lemma 1 summarizes the conclusions taken from [GyPa96] without presenting the 
proof. 

Lemma 1 

Consider a system whose evolution equation has the form of 

nnnn ACUU +−= +
+ )(1  (4.2.3) 
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where nU is the system content in the nth frame, nA is the number of messages arrived during 
the nth frame and nC is the number of served messages in the nth frame.  

Assume that nA and nC  are independent identically distributed random variables. 

With the above assumptions the mean system content can be expressed as  

{ } { } { } { }
{ } { })(2

var)1(

AECE

AAEAE
UE

−⋅
+−⋅=  (4.2.4) 

 

Now we should show when Lemma 1 can be applied to the description of the low priority 
queues in our system.  

Let us generalize equation (4.2.2), which is the evolution equation of our system, to the case 
when the capacity of a channel can be more than 1 (denoted by c).  

nininini AUcUU ,,2,,1,,21,,2 ))(( +−−= ++
+  (4.2.5) 

Equation (4.2.5) can be converted to the form of (4.2.3) if +− )( ,,1 niUc is independent and 

identically distributed. It means that the niU ,,1  random variable, which denotes the system 

content of the high priority queue in the ith cycle of frame n , should also be independent and 
identically distributed. It only stands if no queue builds up in the high priority queue 
(messages are served during 1 cycle). That is, the number of high priority messages arrived in 
a cycle should be less than the capacity of the channel (c). A batch Bernoulli process with a 
batch-size less than c fulfils these requirements. 

With these assumptions we can write that 

0)()( ,,1,,1 =>=> cUPcAP nini . 

Then follows that { } { } { } { }11,,1,,1 )( AEcUEcUcEUcE nini −=−=−=− + .  

 

So the mean value of the system content is 
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 for low priority source i. It should be noted that the unit of1A is message/cycle, while that of 

iA ,2  is message/frame. 

Due to Little’s theorem the system time is 
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4.2.4 Approximation using the GI-G-1 queuing model 

Let us recall the assumptions of the Gi-G-1 model. 
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- the arrival process characterising the source is general independent, i.e. the number of 
messages entering successive cycles are independent and identically distributed (non-
negative integer) random variables 

- the service time of each message is general independent 

- there is one server in the system 

In order to apply the Gi-G-1 to our system, we should show that the above three assumptions 
are true. 

To fulfil the first and the third criteria, it should be assumed that the arrival process of the 
observed low priority source is general independent, and that the DTM channel consists of 
one slot in each cycle. 

The second criterion, however, needs more attention. The service time should be defined as 
the time a message spends at the first place in the low priority queue plus the time spent in the 
server (which is the availability time: one cycle). This service time (ST ) is always less than 
the sum of a blocking interval (BT ) and an availability interval (AT ) because 

- If the queue is not empty when the observed message arrives, the message reaches the first 
place in the queue right after an availability interval, and it leaves it when a blocking and 
an availability intervals have elapsed. ABS TTT +=  

- If the queue is empty when the observed message arrives, it reaches the first place 
immediately. It is there for the remaining part of the current blocking interval plus an 
availability interval. ABS TTT +≤  

Consequently, the service time is not an independent random variable. However, it can be 
replaced with random variable AB TTS += , which is its upper bound. S is an i.i.d. random 
variable in our system because TA is constant (1cycle long) and TB is i.i.d. if the arrival process 
of the high priority source is i.i.d.. 

 

The next question is how to express S with know variables. The distribution of availability 
times is given (they are always 1 cycle long). The length of the blocking interval should be 
expressed from the arrival process of the high priority source. Now the derivation of these 
expressions is postponed, they are addressed in Section 4.2.5. 

The pgf of the system time and system content for the Gi-G-1 system are described in 
[BrKi93]. Here only the final results, which are obtained in [BrKi93], are shown using the 
notations of the dissertation. 

Generating function of the system content, which belongs to low priority source i and 
observed at random cycle boundaries ( )(,2 zU i ), has the following form: 
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Generating function of the integer part of the system time of low priority source i ( )(,2 zV i ) is 
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where )(zS is the generating function of random variable S. 

 

In the next section, a model in which the system characteristics can be computed accurately 
will be presented. 

4.2.5 Interrupted Server Model Using the Distributi on of the Length of the 
Availability and Blocking Intervals of the Server 

4.2.5.1 Introduction 

Applicability 

The third model, which is called later as AB model, is also based on the distribution of the 
length of the availability and blocking intervals of the service process. The model of the TDM 
multiplexing method is a special case of the general model, which is presented in [BrKi93], 
because here the length of the availability interval is always 1 time-unit. In the TDM 
multiplexing method the independence of the B-times, which is due to the independence of 
the arrival process of the high priority source, allows the application of the AB model. 

Background 

The most general interrupted server model, which was based on the length of availability and 
blocking intervals and which assumed general independent A-times and B-times, was 
published in [BrKi93]. It derived the probability generating function of system content 
[Bru84, BrKi93]. Several other articles discussed system content in special cases, e.g. 
assuming Markovian server interruptions or geometric A-times [Tow80]. Delay 
characteristics, however, were studied only in very specific cases. Because there are only a 
few papers dealing with delay in the literature, a short overview about them is given below. 

Delay was examined in connection with a special case of the model where both A-times and 
B-times were deterministic in many papers, e.g.: [SB91, SB92, RZ88]. This case occurs in 
STDMA systems, where several users share the link capacity so that they use one or more 
slots in a strictly periodic way. 

The probability generating function of the delay of a randomly chosen packet was expressed 
for geometric A-time and general B-time distributions in [LaBr94]. 

[Sha81] also obtained the delay characteristics for Poisson arrivals using continuous-time 
models. 

[RT89] discussed the delay of a system that is very similar to the multiplexing method 
described here. The paper analyzed priority-based TDMA schemes. Non-preemptive and 
preemptive resume scheduling disciplines were examined, and the pgf of the delay of 
messages was expressed. 

The main difference between the TDMA systems in [RT89] and the TDM multiplexing 
method presented in the dissertation is that here several low priority sources are multiplexed 
also with TDM. As a result, low priority sources and the high priority source operate at 
different time scales. 
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In this section, it will be shown that the probability generating functions of system content 
and unfinished work can be obtained for the TDM multiplexing method.  

Section outline 

The remaining part of this section is structured as follows. 

In Section 4.2.5.2, system content is analyzed. First, the probability generating functions is 
expressed based on [BrKi93]. Then the mean, variance and an approximation for the tail 
probability of the system content is derived. 

In Section 4.2.5.3, the unfinished work of the low priority queue of the TDM system is 
analyzed. The generating function is expressed in closed form, which can be further analyzed 
to express other system characteristics. 

In Section 4.2.5.4, the generating function of the system time of low priority sources is 
derived for the TDM system. Its mean, variance and an approximation for the tail probability 
distribution are also expressed.  

The results of Sections 4.2.5.2-4 are based on the distribution of the length of availability and 
blocking intervals. If we know only the arrival process of the sources then a link should be 
found between B-time distribution and the arrival process of the high priority source. In 
Section 4.2.5.5, it is shown how to calculate the distribution of the length of the blocking 
intervals. 

Finally, in Section 4.2.5.6, the applicability of results is illustrated with an example. 

4.2.5.2 System Content 

A general generating function formula for system content is derived in [BrKi93]. In this 
subsection a short proof is described for the pgf similar to that of [BrKi93] for the 1=AT  case. 
Then the most important characteristics are expressed from the generating function. 

Definitions and Notations 

The final goal of the derivation of the generating function is to get an expression for the 
system content in an arbitrarily chosen time-unit, which is denoted by U(z). As it shown later, 
however, conditional probabilities should be used during the derivation because the system 
content could be expressed under certain conditions. 

Denoting conditional probabilities with standard notations would result in very long 
expression. Therefore, the conditions of conditional probabilities are shown in the indices. In 
order to avoid confusion, indices denoting the priority and the identity of the low priority 
source are omitted during the derivation. 

The most important conditional probabilities are shown below: 

)() , time;-Aan in  isunit -time( uUPkPjLuUP A,j,kA =≡===  

)() , time;-Aan in  isunit -time( zUkPjLzU A,j,kA ≡==  

where LA is the length of the A-time and P is the position of the observed time-unit within the 
A-time. The conditioning, consequently, means that the observed time-unit is in an A-time, 
which has a length of LA=j  (in our case j=1), and the time-unit is the kth within the A-time. 
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A special notation is used for the k=0 case, which denotes the time-unit just before the first 
time-unit of an A-time (actually it is the last time-unit of a B-time). Because both the length 
of A-times and the length of B-times are independent random variables, the conditional 
probabilities belonging to k=0 are independent of the length of the A-time (LA): 

)(time)-Aan  beforejust  isunit -time()0 , time;-Aan in  isunit -time( 0 uUPuUPPjLuUP A,A =≡=====  

)(time)-Aan  beforejust  isunit -time()0 , time;-Aan in  isunit -time( 0 zUzUPjLzU A,A ≡===  

Another special notation is used, when the condition only specifies that the observed time-unit 
is in an A-time: 

)U(time)-Aan in  isunit -time( A uPuUP =≡=  

)(Utime)-Aan in  isunit -time( A zzU ≡  

The corresponding notations are applied also for B-times: 

)U(k)P j,L time;-Ban in  isunit -time( kj,B,B uPuUP =≡===  

)(Uk)P j,L time;-Ban in  isunit -time( kj,B,B zzU ≡==  

where LB is the length of the B-time and P is the position of the observed time-unit within the 
B-time. The conditioning, consequently, means that the observed time-unit is in a B-time, 
which has a length of LB=j , and the time-unit is the kth within the B-time. 

The special notation for the k=0 case is: 

)U(time)-B a beforejust  isunit -time(0)P j,L time;-Ban in  isunit -time( B,0B uPuUPuUP =≡=====  

)(Utime)-B a beforejust  isunit -time(0)P j,L time;-Ban in  isunit -time( B,0B zzUzU ≡===  

The special notation, when the condition only specifies that the observed time-unit is in a B-
time, is: 

)(time)-B ain  isunit -time( uUPuUP B =≡=  

)(time)-B ain  isunit -time( zUzU B≡  

System time and unfinished work are denoted by V and W, respectively. During their 
derivation the same indexing is used, therefore the meaning of indices are summarized in 
Table 4.2.1. 

Index Condition 
no index Time-unit is arbitrarily chosen. 
A,j,k The observed time-unit belongs to an A-time, which is j  units long. The 

position of the time-unit within the A-time is k. 
A,0 The observed time-unit is just before an A-time. 
A The time-unit is arbitrarily chosen, but it belongs to an A-time. 

B,j,k The observed time-unit belongs to a B-time, which is j units long. The 
position of the time-unit within the B-time is k. 

B,0 The observed time-unit is just before a B-time. 

B The time-unit is arbitrarily chosen, but it belongs to a B-time. 
 

Table 4.2.1: Notations 
 

)(zPA  and )(zPB  denote the generating function of the length of A-times and B-times, 
respectively. 
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Derivation of the generating function 

As it is shown in Appendix A, we are able to express )(,, zU kjA  and )(,, zU kjB  generating 

functions at any valid j and k pairs. Based on the theorem of total probability the pgf of system 
time is the following, assuming that the arbitrarily chosen time-unit is in a B-time: &&∞

= =

==⋅===
0j 1

,, );K()()(
j

k
BBkjBB jJkPuUPuUP  (4.2.10) 

where KB is the position of the arbitrarily chosen time-unit within its B-time, and JB is the 
length of the B-time that the chosen time-unit belongs to. The second factor in the argument 
of summation can be decomposed to known probabilities: 

)()();( jJPjJkKPjJkKP BBBBB =⋅=====  (4.2.11) 

The probability that the position of the arbitrarily chosen time-unit within its B-time is k 
)( jJkKP BB ==  equals to 1/j if the length of the B-time is j. The reason is that the random 

variable is equally distributed on the [1,j] interval. 

The probability that the length of the B-time of the randomly chosen time-unit equals to j is 
different from the distribution of an arbitrary B-time’s length. It is proportional to the length 
of the interval and to the probability that length of an arbitrary B-time is j, which is denoted 
by )( jTP B = . Note that we assume that we choose from the time-units according to a uniform 
distribution and not from the B-times. The formal proof for the distribution below can be 
found in [BrKi93, page 20] and in [Kle75]. 

{ }B

B
B TE

jTPj
jJP

)(
)(

=⋅
==  (4.2.12) 

And now, (4.2.11) and (4.2.12) can be combined and substituted to (4.2.10): 

{ }''∞

= =

=⋅===
0j 1

,, )()(
1

)(
j

k
BkjB

B
B jTPuUP

TE
uUP  (4.2.13) 

After z-transformation we obtain that  

{ }((∞

= =

=⋅=
0j 1

,, )()(
1

)(
j

k
BkjB

B
B jTPzU

TE
zU  (4.2.14) 

As the length of all A-times is 1, the mass function and generating function of the system 
content in an arbitrarily chosen time-unit of an A-time is 

)()( 1,1, uUPuUP AA ===  and )()( 1,1, zUzU AA =  (4.2.15) 

From (4.2.14) and (4.2.15) the result for the pgf of the system content in an arbitrarily chosen 
time-unit can be expressed: 

{ }
{ }

{ } )(
1

)(
1

1
)( zU

TE

TE
zU

TE
zU B

B

B
A

B +
+

+
=  (4.2.16) 
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where the weight of UA(z) is the fraction of time during which the output of the observed low 
priority queue is available and the weight of UB(z) is the fraction of time during which the 
output is blocked. The { } 1=ATE  condition is included in equation (4.2.16). 

Now, we know how to express U(z) from )(,, zU kjA  and )(,, zU kjB . The derivation of )(,, zU kjA  

and )(,, zU kjB  can be found in Appendix A. The result is: 

kjzA
zAzAPz

zAUz
zU k

B

A
kjB ≥⋅

−
⋅⋅−

=  if      )(
)())((

)()0()1(
)( 0,1,

,,  (4.2.17) 

)())((

)0()1)((
)(

0,1,
1,1, zAzAPz

UzzA
zU

B

A
A −

⋅−
=  (4.2.18) 

where )1())1(1(1)0( ''
0,1, APU BA +−=  

Now let us express )(zU B from (4.2.14) and (4.2.17) 

{ } { } )1)((

)1))((()()(
)()()(

1
)( 0,

0j 1
0, −⋅

−⋅⋅
==⋅⋅= ))∞

= = zATE

zAPzAzU
jTPzAzU

TE
zU

B

BB
j

k
B

k
B

B
B  (4.2.19) 

)(zU  can be expressed from (4.2.18) and (4.2.19): 

[ ]
[ ] [ ] [ ]))(()(1)()1(1

))(()(1)1)(()0(
)(
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zAPzAzzAP

zAPzAzzAU
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−⋅−⋅+

−−
=  (4.2.20) 

We can see that the pgf of the B-time length )(zPB is always multiplied with z. It can be 
interpreted such that a random variable, which is the length of an A-time plus the length of a 
B-time, appears in expression (4.2.20). Therefore, we can rewrite (4.2.20) using the new 
random variable BBA TTTS +=+≡ 1 . The relation of generating functions is 

)()()()( zzPzPzPzS BBA =⋅≡ . Using again the indices indicating the priority and the identifier of 
the source, the following is the pgf of the system contents of a low priority source in an 
arbitrarily chosen time-unit: 

[ ]
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)1(

)1()1(1
)(

,2,2

,2,2

'

'
,2

'

,2
zASzzA

zASzzA

S

AS
zU

ii

iii
i

−⋅−
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⋅

−
=  (4.2.21) 

Now, that the description of derivation of the pgf of system content is finished, I analyze this 
equation and express the most important system characteristics. 

Mean and variance 

The moments of the probability distribution can be obtained from the derivatives of the 
generating function in the z = 1 point.  

The mean value of the system contents for any low priority source is 
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With other notations this expression can be written as 
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where k is the peakedness of the argument. Peakedness is defined as { } { }
{ }XE

X
Xk

var= . Other 

substitutions are: { } )1(1)1()1( '''
BBA PPPSE +=+= ; { } { } 2'''' )1()1()1(varvar BBBB PPPPS −+==  

The expression for the mean system content is relatively simple. It contains only the first two 
moments of the distribution of the B-time length random variable and the first two moments 
of the number of messages arrived from a low priority source during a time-unit. 

When the system is overloaded, the queue is never empty, so the time between the departure 
of two messages from the queue is equal to S. The arrival intensity is always A2,i and there is 
one server in the system. So the stability criterion of the system is { } { } 1,2 <iAESE . The same 

conclusion can also be drawn from expression (4.2.23), because the system content yields to 
infinity when { } { }iAESE ,2  goes to 1.  

 

The variance can be also obtained from equation (4.2.21).  
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where ))(()(1)( ,2,2 zAPzAzo iBi ⋅−= , and '''''' ;; ooo  are the first second and third order derivatives 

of )(zo  at  z = 1 point, respectively. The proof of expression (4.2.24) can be found in 
Appendix B. 

Tail distribution 

The tail of the probability mass function of the system content is very important because it 
can be used to calculate the probability of having longer queue than a specified value. In 
many practical situations, the tail of the mass function has exponential distribution. Theorem 
1 proves that this is the case for the system content of any low priority source if the conditions 
of stability are fulfilled. It also gives a formula for the tail of the mass function. 

Theorem 1 

If the stability criterion is fulfilled, the tail of the probability mass function of the system 
content of low priority source i can be expressed as 

( )
( )( )
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iBiiBiiB
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z
zAPzAzAPzAzAzP
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)(  (4.2.25) 
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where z0 is real pole of generating function (4.2.25) with the smallest absolute value outside 
the unit circle. 

Proof: 

As U2,i(z) is the generating function of the system content, it is analytic inside the complex 
unit circle, which also involves that the absolute values of its poles are greater than 1. In 
[BSDP94] it was shown that if the generating function X(z) of the integer valued random 
variable x has one positive real pole outside the unit circle and it has the form 

)(

)(
)(

zY

zW
zX =  (4.2.26) 

where W(z) and Y(z) are polynomials then  

[ ] 1
0

−−⋅−≅= nzcnxProb  and [ ] 1
0

01
−−⋅

−
≅> nz

z

c
nxProb  (4.2.27) 

where 
)(

)(

0
'

0

zY

zW
c =  and 0z  is the positive real pole of )(zX  with the smallest modulus. 

 

Now, let us introduce the notations 1)()( ,2 −= zAzF i ; ))(()()( ,2,2 zAPzAzzG iBi−= , so the 

denominator of U2,i(z) is )()())1(1( ' zGzFPB+ . 

First we prove that U2,i(z) has exactly one positive pole outside the unit circle. For this it is 
enough to show that F(z) has no positive real zero and G(z) has exactly one positive zero 
greater than 1, and at this value the numerator of U2,i(z) can not be 0. 

Since 1)()(
0

,2 −==0∞
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i zkAPzF  
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i zkkAPzF  if z > 0. (4.2.28) 

Due to 0)1( =F  and 0)(' >zF  ∀z > 0 the generating function )(zF has no zero greater than 1. 

Differentiating the other term G(z) we obtain 
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' zAPzAzAPzAzG iBiiBi +−=  (4.2.29) 

At z=1 it becomes ( ))1(1)1(1)1( ''
,2

'
Bi PAG +−=  which is always greater than zero because the 

assumed stability condition for the system is ( ))1(1)1(1 ''
,2 Bi PA +> . For the second derivative of 

G(z)  
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because all values inside the brackets are positive ∀z > 0. 
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It means that )(' zG becomes negative for sufficiently large z, and there is another zero of G(z) 
in addition to z=1. It also means that there is exactly one real-valued zero of the denominator 
of U2,i(z). For this zero denoted by z0 it holds that  

))(()( 0,20,20 zAPzAz iBi=  and 10 >z  (4.2.31) 

The numerator of U2,i(z) at z=z0 takes the value 

( )( ) ( )))(()(1)1)(()1()1(11 0,20,200,2
'
,2

' zAPzAzzAAP iBiiiB −−+−  (4.2.32) 

which is strictly positive due to equation (4.2.31). Now we can state that z0 is a real valued 
pole of U2,i(z). 

Now only parameter c is remained to compute in the approximation of tail probability. The 
derivative of the denominator of U2,i(z) at z=z0 is 

( ) )()()1(1 '' zGzFPB+  (4.2.33) 

The numerator of U2,i(z) at z=z0 is 

( ) 2
00,2

''
,2 )1()(1))1(1()1( zzAPA iBi −⋅−+⋅  (4.2.34) 

Now from equation (4.2.27) we can express (4.2.25), which is our result. 8
 

We obtained a simple exponential approximation for the tail distribution of the system 
content. If low priority sources transmit data traffic the tail probability distribution is the most 
important characteristics because it can be used to dimension the buffer size in order to keep 
the message loss probability below a certain level. 

Now, we have the mean, the variance and the tail probability distribution for the system 
content. We can proceed to the analysis of other system characteristics. 

4.2.5.3 Unfinished Work 

The next random variable to study is unfinished work, which the time (number of cycles or 
frames) required to empty the queue. This measure is not as important in practice as system 
content and system time are, but it has a definite physical meaning: the time until the low 
priority queue contains messages after the time-instant when the arrival process is stopped. 
The results of this section are also used during the derivation of the generating function of the 
system content. 

Definitions and Notations 

The equilibrium generating function of unfinished work in an arbitrarily chosen time-unit 
(denoted by W(z)) is derived so as with system content, therefore the same indexing is used. 
That is, indices indicating the priority and the identity of the low priority sources are omitted 
until the final generating function is obtained to simplify the expressions. New indices are 
introduced, according to Table 4.2.1 to show the conditions, which apply to the generating 
functions. A few examples are shown below: 
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)() , time;-Ban in  isunit -time( wWPkPjLwWP B,j,kB =≡===  

)() , time;-Ban in  isunit -time( zWkPjLzW B,j,kB ≡==  

where LB is the length of the B-time and P is the position of the observed time-unit within the 
B-time. The conditioning, consequently, means that the observed time-unit is in a B-time, 
which has a length of LB=j , and the time-unit is the kth within the B-time. 

The special notation for the k=0 case is: 

)(time)-B a beforejust  isunit -time()0 , time;-B ain  isunit -time( 0 wWPwWPPjLwWP B,B =≡=====  

)(time)-B a beforejust  isunit -time()0 , time;-B ain  isunit -time( 0 zWzWPjLzW B,B ≡===  

The special notation, when the condition only specifies that the observed time-unit is in a B-
time, is: 

)(time)-B ain  isunit -time( wWPwWP B =≡=  

)(time)-B ain  isunit -time( zWzW B≡  

The same definitions can be written for A-times. 

Derivation of the generating function 

First, the pgf of the conditional unfinished work need to be expressed assuming that the 
position of the time-unit and the length of the corresponding A-time or B-time are known. 
That is, first we are looking for the )(,, zW kjA  and )(,, zW kjB  conditional generating functions for 

all valid j and k. 

After unconditioning is done in the same way as shown for system content, the unfinished 
work can be obtained for an arbitrarily chosen time-unit. 
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)()( 1,1, zWzW AA =  (4.2.36) 
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The first step is to express the )(,, zW kjB generating functions. :;:<= ≥++−+
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The expression for the 1,, ≥kjBU case has two parts:  
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- The first part ( kj −+1 ) means that the first message in the queue has to wait for j-k time-
units (the remaining part of the current blocking period) until its service starts, and the 
service itself takes 1 additional time-unit. 

- The second part - ?
=

+
kjBU

i
iBT

,,

2
, )1(  - means that the service of the next messages in the queue 

takes 1 whole blocking period (waiting for the service) and 1 time-unit (the service itself). 

 

The generating function of kjBW ,,  from (4.2.38) is @∞
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After averaging over TB we get 
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Using (A.2) we can convert (4.2.40) to 
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Now we have reached our first goal: to express )(,, zW kjB generating functions. 

The next step is to derive )(zWA  and )(zWB . Interestingly, both generating functions can be 
obtained from (4.2.41).  

We can express )(0, zWB from (4.2.41) by substituting k=0 and averaging over j. The result is: 

))(()()()( 0,0,1,1, zzPUzWzWzW BBBAA =≡≡  (4.2.42) 

After unconditioning (4.2.41) according to (4.2.35) we obtain )(zWB : 
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The unfinished work in an arbitrarily chosen time-unit can be expressed from )(zWA  and 
)(zWB  according to (4.2.37). 
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The final equation for )(zW of any low priority queue is received after substituting (A.10) and 
(A.11): 
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The pgf of the unfinished work of a low priority queue in an arbitrarily chosen time-unit 
depends only on the pgf of B-time lengths and on the pgf of the arrival process of the low 
priority queue. We can see, however that the complex formula contains a constant, which has 
no physical meaning and which is difficult to calculate: ))0((APB . The mean, the variance and 
the tail probability of the unfinished work are not shown here because they would result in 
very long expressions. They can be computed so as with the corresponding measures of the 
system content. It can be seen from (4.2.45), however, that both the mean and the variance 
contain the unpleasant ))0((APB constant. 

4.2.5.4 System Time 

In this subsection, the analysis of the system time of an arbitrarily chosen message is 
described. The system time in the dissertation includes queuing time and the time spent in the 
server. First, the derivation of the generating function is presented, then the derivation of the 
mean, the variance and the tail probability of the system time follow. 

Definitions and Notations 

The equilibrium generating function of system time in an arbitrarily chosen time-unit 
(denoted by V(z)) is derived so as with system content and unfinished work, therefore the 
same indexing is used. That is, indices indicating the priority and the identity of the low 
priority sources are omitted until the final generating function is obtained to simplify the 
expressions. New indices are introduced, according to Table 4.2.1 to show the conditions, 
which apply to the generating functions. Three examples are shown below: 

)() , time;-B ain  isunit -time( zVkPjLzV B,j,kB ≡==  

where LB is the length of the B-time and P is the position of the observed time-unit within the 
B-time. The conditioning, consequently, means that the observed time-unit is in a B-time, 
which has a length of LB=j , and the time-unit is the kth within the B-time. 

The special notation for the k=0 case is: 

)(time)-B a beforejust  isunit -time()0 , time;-B ain  isunit -time( 0 zVzVPjLzV B,B ≡===  

The special notation, when the condition only specifies that the observed time-unit is in a B-
time, is: 

)(time)-B ain  isunit -time( zVzV B≡  

Derivation of the generating function 

The way of the derivation of the generating function is like at system content and unfinished 
work random variables. First, all )(,, zV kjA  and )(,, zV kjB  functions need to be expressed. Then 
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)(zVA and )(zVB  can be calculated using the theorem of total probability. Finally )(zV  can be 
obtained using mean availability and mean blocking from )(zVA  and )(zVB . 

The expression of the system time of the message arrived in the kth time-unit of a B-time with 
length j has the following form: TT −

==

++++−+=
1,,

1
,

2
,,, )1()1(1

kjBU

i
iB

F

i
iBkjB TTkjV  (4.2.46) 

where F is the ordinal number of the arbitrarily chosen message within the time-unit (in other 
words: the number of messages arrived in the same time-unit but not later than the arbitrary 
message (including the chosen one)); j is the length of the blocking interval that is going on 
when the message arrives; and TB,i is the length of an arbitrary blocking interval. 

Equation (4.2.46) has three parts: 

The first part ( kj −+1 ) stands for the remaining part of the current B-time (j-k) plus the first 
A-time (1 time-unit). 

The second part UUVWXXYZ +
[

=

F

i
iBT

2
, )1(  is the service time (including the server interruptions) of the 

messages arrived in the same time-unit but before the arbitrarily chosen message (excluding 
the chosen one). 

The third part \\]̂__̀a +
b−

=

1,,

1
, )1(

kjBU

i
iBT  is the time needed to transmit the messages that were in the 

queue at the end of the preceding time-unit. 

 

The generating function can be expressed from (4.2.46). cdcefcgchi≡ j ++j ++−+
−

==

1,,

1
,

2
, )1()1(1

,, )(

kjBU

i
iB

F

i
iB TTkj

kjB zEzV  (4.2.47) 

Averaging over TB and F is straightforward: 

))((
)(

))((
)( 1,,

1

,, zzPU
zzP

zzPFz
zV BkjB

B

B
kj

kjB −

+−
=  (4.2.48) 

Now let us express the unknown F(z) generating function. The P(F=f) probability can be 
expressed in the following way using the total probability theorem: 

)()()(
1

nNPnNfFPfFP
n

=⋅==== k∞
=

 (4.2.49) 

where N is the number of messages arrived in the same time-unit as the selected message and 
F is the position of the selected message within its time-unit. 

The first factor in the summation can be expressed as 
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lmlno ≤

>
===

nfif
n

nfif
nNfFP 1

0
)(  (4.2.50) 

because the random variable is equally distributed on the [1,n] interval if  n ≥ f. 

The probability that the number of messages in the time-unit of the randomly chosen message 
equals to n is different from the distribution of the random variable that shows the number of 
messages arrived in an arbitrarily chosen time-unit. )( nNP = is proportional to the number of 
messages arrived in the time-unit and to the probability that number of messages arrived in an 
arbitrary time-unit is n, which is already defined as )( nAP = . Note that it is assumed that we 
choose from the messages according to a uniform distribution and not from the time-units.  

{ }AE

nAPn
nNP

)(
)(

=⋅==  (4.2.51) 

After combining (4.2.49), (4.2.50) and (4.2.51) we obtain p∞
=

===
kj A

jAP
kFP

)1(

)(
)(

'
 (4.2.52) 

where P(A=j) is the pmf of the message arrived in an arbitrary time-unit belonging to the 
given low priority source and A'(1) is the mean of the same random variable. The generating 
function can be expressed from (4.2.52). 

)1()1(

)1)((
)(

'Az

zAz
zF

−
−

=  (4.2.53) 

The expression of )(,, zU kjB  is already described at (4.2.17), so all factors in )(,, zV kjB  are 

known. To keep the size of our expression short, we postpone the substitution of F(z) to a later 
point. As all expressions are know in (4.2.48), we can proceed to the derivation of the system 
time of the arbitrarily chosen message, which arrived in a B-time.  

)(zVB  can be expressed using the theorem of total probability and equation (A.2). qq∞

= =

−− =⋅⋅⋅
⋅

⋅
=

0j 1

1
'

0, )())((
)1()(

))(())((
)(

j

k
B

k
B

kj

BB

BBB
B jTPzzPAz

PzP

zzPUzzPF
zV  (4.2.54) 

After the summation we obtain a closed form formula for )(zVB  

zzzPA

zPzzPAP

zPP

zzPUzzPF
zV

B

BBB

BB

BBB
B −

−
⋅

⋅
=

))((

)()))(((

)()1(

))(())((
)(

'

0,  (4.2.55) 

The next task is to work out the generating function )(zVA . An expression can be written for 
the system time of in the first time-unit of the A-time (it is equivalent to: any time-unit of an 
A-time): r

=

+ ++−=
F

j
jBAA TWV

1
,0,1,1, )1()1(  (4.2.56) 



100 

The first term of equation (4.2.56) means the time needed to transmit messages that were in 
the system in the preceding time-unit. The second term is the service time (including the 
blocking interval) of the messages arrived in the same time-unit but not later than the 
arbitrarily chosen message (including itself). 

To obtain the first term of (4.2.56) first  )(0, zWA  need to be expressed. The basis of its 

derivation is equation (4.2.41). 

)()(
)(

))((
)0(

)(

)0()1)((
                            

)()()(

0

0,0,

0
,,0,

jTPzA
zP

zzPU
A

zP

UzP

jTPzWzW

B
j

j

B

BBj

B

BB

B
j

jjBA

=⋅
stuvwx ⋅+⋅

⋅−
=

==⋅= yy
∞

=

∞

=
 (4.2.57) 

Where we used again the theorem of total probability and the fact that the time-unit just 
before an A-time is the last time-unit of a B-time. So we made an unconditioning of the length 
of the B-times to obtain )(0, zWA . The result after some calculations is 

)(

)1)(()0())0((

)(

))(()))(((
)( 0,0,

0, zP

zPUAP

zP

zzPUzzPAP
zW

B

BBB

B

BBBB
A

−⋅⋅
+

⋅
=  (4.2.58) 

 Finally, (4.2.56) and (4.2.58) can be used to express )(zVA : 

( ))0()1)(()))((())((
)(

))((
)()( 0,0,1, ABBBBB

B

B
AA UzzPzzPAPzzPU

zzP

zzPF
zVzV ⋅−+⋅==  (4.2.59) 

Now, the final probability generating function )(zV  can be written as the weighted sum of 
)(zVA  and )(zVB , where the weights are the mean availability and blocking of the output 

channel, respectively.  

)(
)1(1

)(
)(

)1(1

1
)(

'

'

'
zV

P

zP
zV

P
zV B

B

B
A

B +
+

+
=  (4.2.60) 

Using equations (4.2.53), (4.2.55), (4.2.59) and (4.2.60) the unknown pgf is obtained. Using 
the indices referring to the priority and the identity of the low priority source, it is 

))((

)1))(((

)1())1(1(

)1())1(1(1
)(

,2

,2

'
,2

'

'
,2

'

,2 zzPAz

zzPAz

AP

AP
zV

Bi

Bi

iB

iB
i −

−
⋅

⋅+

⋅+−
=  (4.2.61) 

We can see that the obtained generating function is very simple. It contains a constant (which 
is not a function of z), which contains the mean of the B-time length and the mean of the 
messages arrived from a low priority source during one time-unit. The second part of the pgf 
contains a nested function, where the argument of the pgf of the low priority arrival process 

)(,2 zA i contains the product of the pgf of B-time length )(zPB and the pgf of A-time length 

(i.e.: zzPA =)( ). It means that the BA TTS +=  random variable appears in our equations again. 
Based on the generating function, a relatively simple mean, variance and tail probability 
approximation can be expected. The expression of the system time using random variable S is: 
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i
i −

−
⋅

⋅

⋅−
=  (4.2.62) 

Mean and variance 

Now that the generating function of the system time of an arbitrarily chosen message is given, 
its mean value can also be expressed as 

( ) ( )
( ) )1(

)1(

))1(1)(1(1))1(1()1(2

)1(1)1()1(2)1()1(
1)1(

'
,2

'
,2

''
,2

''
,2

2'"
,2

'"'
,2'

,2
i

i

BiBi

BiBBi
i

A

U

PAPA

PAPPA
V =

+−⋅+⋅

+⋅−+⋅
+=  (4.2.63) 

Note that the relation between (4.2.22) and (4.2.63) gives Little’s result [e.g.: Kle75] because 

{ } { }
{ }i

i
i AE

UE
VE

,2

,2
,2 =  

It is stated during the derivation of the system content that it is expressed for an arbitrarily 
chosen time-unit. It can be shown that it is statistically equivalent to the system content in the 
time-unit of an arbitrarily chosen message. That is why the Little theorem applies. 

The mean value can be written using S instead of TA and TB. 

{ } { } { } { }
{ } { }( )i

i
i AESE

SkSEAk
VE

,2

,2
,2 122

1

−
+

+=
 (4.2.64) 

The obtained mean value is also very simple, it contains only the first two moments of the 
distribution of the length of the B-time, and the first two moments of the distribution of the 
number of messages arrived from a low priority source during a time-unit. When the system is 
overloaded, the mean of the system time tends quickly to infinity. 

Equation (4.2.61) can also be used to calculate higher moments of the distribution like the 
variance. With abbreviated notations the variance of the system time is 

{ } ( )
( )2''

'2''

''

'''''

,2
)1(4

)21(3

)1(6

23
var

rr

rr

rr

rr
V i

−

−
+

−
+=  (4.2.65) 

where 1))(()( ,2 −⋅= zPzAzr Bi  and '''''' ;; rrr  are the derivatives of )(zr  in z = 1 point. 

The derivation of equation (4.2.65) is based on Appendix B. 

Tail distribution 

The last characteristic expressed from the generating function of the system time is the tail 
probability. This characteristic is especially important if one wants to know the probability 
that a message should wait longer than a specified value. 

Theorem 2 proves that the exponential form is a good approximation, and shows the formula 
for the calculation. 

Theorem 2 
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Assuming the system has a stochastic equilibrium, the tail probability distribution of the 
system time can be expressed from equation (4.2.61) in the following form:  

 

( )
( )

n
V

VBVVBVBViiB

ViB
i z

zPzzPzPzAAP

zAP
nVP −

−+⋅⋅⋅+

−⋅+−
−==

1))()(())(()1())1(1(

)1()1())1(1(1
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'
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'

'
,2

'

,2  (4.2.66) 

where zV is the (real) pole of generating function (4.2.64), which is one of the solutions of 
equation ))((,2 zzPAz Bi= . 

Proof: 

First, it should be shown that )(,2 zV i  has only one positive real pole, which is greater than 1. 

The proof is based on the fact that denominator of )(,2 zV i  has one zero in addition to the z = 1 

point. (Note that z = 1 is not a pole of )(,2 zV i  because this function is analytic inside the unit 

circle.) Let us introduce the notation 

))(())(()( ,2,2 zSAzzzPAzzG iBi −=−=  (4.2.67) 

Then )())((1)( ''
,2

' zSzSAzG i ⋅−=  and )1()1(1)1( ''
,2

' SAG i ⋅−= . As ( ))1(1)1(1 ''
,2 Bi PA +>  is the assumed 

stability condition of the system, 0)1(' >G  for every stable system. It can also be seen that 

( ) 0 allfor  0)())(()())(()( '''
,2

2'''
,2

'' ><⋅+⋅−= zzSzSAzSzSAzG ii  (4.2.68) 

Consequently, )(' zG  becomes negative for sufficiently large z. This means that )(zG has one 
positive real zero besides z = 1 point, which is greater than 1. (z = 1 is not a pole of )(,2 zV i ). 

Thus, )(,2 zV i  has exactly one real-valued pole, which is greater than 1. Therefore, expression 

(4.2.27) can be applied. z
 

We obtained again a simple exponentially decaying approximation for the tail probability. 

4.2.5.5 Distribution of the Length of Blocking Inte rvals 

In the previous sections the key characteristics of the TDM multiplexing method are derived 
using the AB model. The connection between the model for the TDM multiplexing method 
and the queuing model hase not been discussed in detail yet. The link between the models is 
the calculation of the probability mass function (pmf) or probability generating function (pgf) 
of B-times in the queuing model using the arrival process of the high priority messages - kA ,1  

- in the model of the multiplexing method. The distribution of the length of the blocking 
intervals also depends on the number of the sub-channels in a DTM channel  (denoted by M). 

 

First, the probability mass function of the length of the blocking intervals are expressed with 
the conditional probability )0|0( 0 == UUP iM  where M is the number of cycles in a frame, iM is 
the number of cycles elapsed from the zero time instant and U is the system content of the 
high priority source.  
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Then it is shown how to calculate the probability mass function of this conditional probability 
and therefore the pmf of the length of the blocking intervals.  

Expressing the distribution of the blocking interva ls with a conditional 
probability 

In order to avoid notational overhead the indices, which refer to the priority of the high 
priority source, are omitted.  

Cycle level model 

In the cycle level model the B-time is defined as the number of cycles between two 
consecutive cycles when a given low priority source is allowed to transmit a message 
(regarding the time division multiplexing among low priority sources) and when the high 
priority queue is empty. Due to the first condition the B-time must be Mi-1 cycles long (where 
i is a positive integer). The actual value of i depends on the second condition, namely the 
length of the high priority queue in the observed time-points. So only the )1( −= MiTP B  
probabilities should be expressed, any other length has zero probability. 

For the sake of simplicity let the zero time instant of the time axis be a cycle, which the given 
low priority source belongs to and where the length of the high priority queue is zero ( 00 =U ).  

Using the definition, the B-time length can be expressed using the length of the high priority 
queue in different time instants: 

)0|0,...,0,0()1()1( 0)1( =≠≠==−≡−= − UUUUPMibMiTP MMiiMB . (4.2.69) 

That is, the length of a B-time is equal to Mi-1, assuming that the cycle just before the B-time 
is the zero time instant where the high priority queue is empty, if and only if the high priority 
queue is not empty at time instants Mj for all j=1,2 …,i-1 and it is empty at time instant iM. 
What is the length of the high priority queue in other cycles than jM in the (1,iM) interval is 
irrelevant for the given low priority source. 

Now the goal is to transform the equation to a computable form. The next theorem helps with 
it. 

Theorem 3 

Let us denote the conditional probability )0|0( 0 == UUP iM by )(ixM where i is the number of 
frame-times elapsed since the zero time instant and M is the number of cycles in a frame. For 
all i > 0 and M > 1 the following recursive formula can be applied to compute the probability 
mass function of the length of the B-times: {−

=

−⋅−−=−
1

1

)()1()()1(
i

j
MM jixMjbixMib  (4.2.70) 

Proof 

The probability )1( −Mib can be decomposed to two terms. 
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 (4.2.71) 

The first term of the expression can be decomposed in the same way to two terms: 

)0|,...,0,0()0|0,...,0,0(    

)0|,...,0,0(

0)1(03)1(

0)1(

==≠=−=≠≠==

==≠≠=

−−

−

UUUPUUUUP

UUUP

MiiMMMiiM

MiiM

0U

0U

2M

2M
 (4.2.72) 

The decomposition of the first term can be done i-1 times. Finally these expressions are 
obtained: 

)0|,0()0|0()0|,0( 000 ===−====≠= −− UUPUUPUUP iMiMiM 0U0U 1)M(i1)M(i  (4.2.73) 

)()0|0( 0 ixUUP MiM ≡==  (4.2.74) 

The second term of the above expressions can also be decomposed to two parts. Let us begin 
with the second part of (4.2.71): 

)0|0()0|0,...,0,0(

)0|0()0,0|0,...,0,0(

)0|0,...,0,0(

02)1(

002)1(

0)1(

==⋅=≠≠==

===⋅==≠≠==

===≠=

−

−

−

UUPUUUUP

UUPUUUUUP

UUUUP

MMMMiiM

MMMMiiM

MMiiM

 (4.2.75) 

Where the second step is due to the independence of B-times, which is due to memoryless 
property of the arrival process (the number of messages arrived in a cycle is an i.i.d. r.v.). 

The factors of the product in (4.2.75) can be written using other notations. 

)1)1(()0|0,...,0,0( 2)1( −−==≠≠= − iMbUUUUP MMMiiM  (4.2.76) 

)1()0|0( 0 MM xUUP ===  (!4.2.76) 

The second term of the other expressions can be transformed in the same way. 

)2()1)2(()0|0,...,0,0( 02)1( MMMiiM xiMbUUUUP ⋅−−===≠= −  (4.2.78) 

)3()1)3(()0|0,...,0,0( 03)1( MMMiiM xiMbUUUUP ⋅−−===≠= −  (4.2.79) 

... 

Using the above equations  }−
=

− −⋅−−==≠≠=
1

1
0)1( )()1()()0|0,...,0,0(

i

j
MMMMiiM jixMjbixUUUUP  (4.2.80) 

Which is the proof of (4.2.70). 
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~
 

So the derivation of the algorithm to calculate the distribution of the length of B-times in the 
cycle level model based on )0|0( 0 == UUP iM conditional probabilities is finished. 

Frame Level Model 

In the frame level model, the B-time is defined as the number of frames between two 
consecutive frames when a given low priority source is allowed to transmit (regarding the 
time division multiplexing among low priority sources) and when the high priority queue is 
empty. According to this definition the length of the B-time can be any non-negative integer 
(including zero).  

The )( iTP B =  mass function can be expressed so as with the cycle level model using the 
)(ixM conditional probabilities. 

The frame level version of (4.2.70) is  �−
=

−⋅−−=−
1

1

)()1()()1(
i

j
MM jixjbixib  (4.2.81) 

This statement can be proved in the same way as the formula for the cycle level model. 

Calculating the used conditional probability 

The )(ixM conditional probability is independent of the model of the multiplexing method 
(cycle or frame level), so the same applies to both models. 

New notations are needed in this section: 

)(luk is the conditional probability that the system contains l messages in the kth cycle given 
that it was zero in the zero time point. Formally )0|()( 0 === UlUPlu kk  for any cycle k and for 

all l ≥ 0. 

From the definition it follows that )()( 0; ixlu MliMkk ≡==  and 1)0()( 0;0 =≡== Mlkk xlu  and 

0)( 0;0 =≠= lkk lu . 

)( ja  is the probability that j messages arrived from the high priority source during one cycle. 

 

A formula can be obtained for )(luk  using the evolution equation of the high priority queue 
(4.1.1) . �

=
+ −⋅++⋅=

l

j
kkk jlajulaulu

0
1 )()1()()0()(  (4.2.82) 

The formula and the initial )(0 lu values for all l ≥ 0 are known, so the )(luk distribution can be 

determined numerically for any k ≥ 0 and l ≥ 0. It also means that )0()( iMM uix = can be 
calculated. 
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Using (4.2.70) and (4.2.82) at the cycle level model or (4.2.81) and (4.2.82) at the frame level 
model, the probability distribution function of length of the B-times can be computed. 

Expressing the generating function of B-times with the z-transform of the xM(i) 
conditional probability 

The pgf of the B-times can be expressed as 

Cycle level model: ( ))(1

)(
)(

M
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M
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B
zXz

zX
zP

+⋅
=  (4.2.83) 

Frame level model: 
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where �∞
=

⋅=
1
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i
MM zixzX is the z-transform of the )(ixM  conditional probability. 

For the proof of (4.2.83) is based on the definition of z-transformation and on (4.2.70). 
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(4.2.83) can be easily expressed from this equation. 

The proof of the expression for the frame level model can be done in the same way, using 
(4.2.81) 
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4.2.5.6 An Example 

The following simple example assumes that the high priority source can be characterized with 
a Bernoulli arrival process with generating function pzpzA +−= 1)(1 , and all of the low 
priority sources have Batch Bernoulli arrival process with batch-size 30 and pgf. 

30
,2 1)( qzqzA i +−= . It is also assumed that the load coming from low priority sources equals to 

the load coming from the high priority source. That is, if M denotes the number of 
subchannels (and number of low priority sources): 

qMAMpA i 30)1()1( '
,2

'
1 =⋅==  

As at most 1 slot arrives from the high priority source during a cycle and the output capacity 
is 1 slot in each cycle, no queue builds up at the high priority source. In other words, the 
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system content has also Bernoulli distribution. Due to the independence of system contents in 
successive cycles, it can be written that 

pAUPUUPix MiMiM −======= 1)0()0()0|0()( 10        if  i>0 (4.2.85) 

The same conclusion can be drawn from equation (4.2.82). Substituting (4.2.85) to (4.2.70) a 
recursive formula is obtained: 

)1)1(()1( −−⋅=− iMbpMib  (4.2.86) 

From equation (4.2.86) the pmf and the pgf of the B-times are 
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So if the high priority source can be characterized with a Bernoulli process, the generating 
function for the system content and the system time of a given low priority source can be 
expressed directly from the arrival distributions. 
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The mean values of the examined variables can be found below. 

{ } { } { } { }
{ } { }( ) �������� +

−−

+
=

2

1

12 ,21

1,2
,2,2

i

i
ii

AMEAE

AEAk
MAEUE ;       { } { }

{ }i

i
i AE

UE
VE

,2

,2
,2 =  (4.2.91) 

{ }iUE ,2  is the mean system content of a given low priority source. { }iUE ,2  should be multiplied 

by M to obtain the sum of queue length for all low priority sources. 

Figure 4.2.6 and Figure 4.2.7 show the sum of mean queue lengths and the mean of the 
system time for low priority sources, respectively. 
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Figure 4.2.6 - Sum of mean system contents Figure 4.2.7 - Mean of the system time 
                for low priority sources                 of any low priority source 
 
Based on the tail probabilities two important parameters can be calculated: 

- the limit of the queue length which is exceeded with a small probability (e.g.: 10-4 or 10-6) 

- the probability that the delay is greater than a critical value (e.g.: 100 ms) 

Though our model assumes infinite buffers, it was shown in [BSDP94] that the probability 
)( 0UUP > is a good estimation of the message loss probability of a finite queue with cU +0  

size where c is the number of servers (in this case 1). The size of the buffers is dimensioned so 
that the message loss probability should be below a certain value. Figure 4.2.8 and Figure 
4.2.9 show the required buffer size if the maximum message loss rate is 10-4 and 10-6, 
respectively. 
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Figure 4.2.8 - Buffer size dimensioning for Figure 4.2.9 - Buffer size dimensioning for 
                 message loss rate of 10-4                  message loss rate of 10-6 
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Figure 4.2.10 - Probability of having longer Figure 4.2.11 - Probability of having longer 
                 message delay than 100ms                   message delay than 400ms 
 
In Figure 4.2.10 and Figure 4.2.11, the probabilities that the queuing delay is greater than 100 
ms and 400 ms can be seen, respectively. 
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4.2.6 Connection between the models 

Three models were presented in the previous sections: 

- uncorrelated model (Section 4.2.3) 

- GI-G-1 model (Section 4.2.4) 

- AB model (Section 4.2.5) 

The uncorrelated model is not accurate because it described the operation of low priority 
queues at frame level. 

The GI-G-1 model also approximated the real system because it substituted the service time 
of low priority queues with the sum of one A-time and one B-time. This approximate service 
time can be described either in frame level or in cycle level. We only use the cycle level 
approach in the comparisons below. 

The AB model is an exact description of the queuing system if the cycle level approach is 
applied. The AB model is identical with the uncorrelated model if we use the frame level 
approximation and if we assume that the high priority source can be characterized with a 
Bernoulli process. 

In the next section, the cycle level and the frame level AB models is compared first. Then the 
cycle level GI-G-1 and the cycle level AB models are compared. Finally, the links between 
the frame level AB model and the uncorrelated model are described. 

4.2.6.1 AB model at frame level vs. AB model at cyc le level 

First, let us have a look at the generating function of system content (equation (4.2.21)) and 
that of system time (equation (4.2.62)).  Both generating functions could be interpreted both at 
the cycle level and at the frame level. In the two cases, however, the definition of A2,i(z) and 
S(z) are different. 

In the cycle level approach A2,i,cycle(z) is the number of messages arrived in one cycle and 
Scycle(z) is expressed in cycles. 

In the frame level approach A2,i,frame(z) is the number of messages arrived in one frame and 
Sframe(z) is expressed in frames. 

Assuming that A2,i,cycle is an independent and identically distributed random variable, which 
need to be assumed at the AB model, A2,i,frame can be expressed as �

=

=
M

k
cycleiframei AA

1
,,2,,2  (4.2.92) 

where M is the number of cycles in a frame. Using the above expression the link between the 
generating functions, mean values and variances are 

( )M
cycleiframei zAzA )()( ,,2,,2 = ; { } { }cycleiframei AMEAE ,,2,,2 = ; { } { }cycleiframei AMA ,,2,,2 varvar =  (4.2.93) 

The link between the Sframe(z) and Scycle(z) can be obtained from (4.2.83) and (4.2.84) 

)( M
framecycle zSS =  (4.2.94) 
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where M is again the number of cycles in a frame. The connection between the means and the 
variances expressed from (4.2.94) is  

{ } { }framecycle SMESE = ; { } { }framecycle SMS varvar 2=  (4.2.95) 

After some calculation the links between generating functions of the system content and 
system time can also be expressed. The substitutions are straightforward and the generating 
functions provide no real conclusions. Therefore, the comparison is presented based on the 
mean values of system content and system time. 

Using (4.2.93) and (4.2.95) the expression for the system contents are 
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System content is measured in messages, so the unit of the cycle level and the frame level 
model is the same. According to equation (4.2.97), the mean frame level system content is 
always bigger than its cycle level counterpart. The difference is proportional to M and to the 
mean of A2,i,cycle. 
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VE cycleiframei  (4.2.98) 

Cycle level system time is measured in cycles and frame level system time is in frames. So to 
make the time-unit transformation the cycle level result should be divided by M. 
Consequently, what (4.2.98) shows is that the frame level system time is always larger by 

2

1−M  cycles than the cycle level system content. That is, the inaccuracy of the frame level 

approach is 
2

1−M  cycles. 

4.2.6.3 Gi-G-1 vs. AB model 

To compare the Gi-G-1 model and the AB model we can compare the generating functions of 
the system contents ((4.2.8) and (4.2.21)) and the generating functions of the system times 
((4.2.9) and (4.2.62)): 
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Using Lemma 1 in Appendix B, the connection between the mean values can be also 
expressed as 
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The relation between the mean values show that the system content of the GI-G-1 model can 
be expressed from that of the AB model by adding a term that is proportional to the mean 
value of A2,i , to the mean and variance of S. 

On the other hand, the inaccuracy of the system time of the GI-G-1 model depends only on 
the mean and the variance of S. 

An interesting example is when the high priority source can be characterized with a Bernoulli 
process like in Section 4.2.5.6. In this case, using (4.2.88) we obtain that 
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Comparing (4.2.103) with (4.2.97) and (4.2.98), it can be seen that the inaccuracy of the  
GI-G-1 model and the uncorrelated model is the same if the high priority source can be 
characterized with a Bernoulli process. 

4.2.6.3 Uncorrelated vs. frame level AB model 

If the arrival process is a Bernoulli process with generating function pzpzA +−= 1)(1 then the 
generating function of the blocking intervals can be expressed by )(1 zA . In this case the length 
of the blocking intervals has exponential distribution. The probability mass function and the 
generating function of the length of the B-times are  
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Using the results of the AB model combined with (4.2.104) the generating function of the 
system content and the system can be obtained: 
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In these expressions only the parameters of the arrival processes are used. 

The mean values can be obtained now in two ways: by derivating of (4.2.105) and (4.2.106) 
or by substituting the variance and the mean value of the S variable into (4.2.23) and (4.2.64).  

From either direction the mean values of the system content and the system time are 
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These equations are identical to single server versions of equations (4.2.6) and (4.2.7), which 
are obtained from the uncorrelated model. The frame level AB model is identical to the 
uncorrelated model when the high priority source can be characterized with a Bernoulli 
process. Therefore, the identical results obtained from the two models show that the results of 
the calculations are correct. 

4.2.6.4 Comparison when high priority source transm its Bernoulli process 

Concluding the comparisons we can say that if the high priority source transmits according to 
a Bernoulli process, then the inaccuracies of the frame level AB model, the uncorrelated 
model and the GI-G-1 model are the same regarding the mean values of the system content 
and system time. Figure 4.2.12 shows the difference between the accurate cycle level AB 
model and the others when there are 8 cycles in a frame and average load of the high priority 
queue is 0.35 message in a cycle. 
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Figure 4.2.12 - Comparison of the cycle level AB model with the inaccurate models 

Figure 4.2.12 shows that the closer the load of the low priority queue to its saturation point is 
(0.08125), the smaller the relative difference between the cycle level AB model and the 
inaccurate models is. 

4.3 Packet switched multiplexing with Priorities 

4.3.1 Description 

An alternative multiplexing method is the so-called packet switched multiplexing with 
priorities. In this system, low priority sources share a common queue, which is served when 
the high priority queue is empty at the arrival of the slot of the corresponding DTM channel. 
Messages in the low priority queue are served according to the first come first served rule. 
The operation of the packet switched system is determined by the following rules: 

Receivers distinguish between LP and HP sources so as with the TDM multiplexing method: 
a priority bit shows whether the slot carries message from a low priority source or from a high 
priority source. 
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The distinction between LP sources, however, is different. Connections of the transmitting 
low priority sources are identified by additional bits in the message header. These bits 
produce overhead for both the transmission capacity and the processing capacity. Therefore, 
the number of parallel connections could not be high. 

A scenario can be easily imagined where the above described packet switched multiplexing 
can be applied: The DTM network is used as a transmission network for ATM networks. 
Hosts generating LP traffic are ATM switches. UBR and ABR ATM connections are set up 
within LP DTM connections. Real-time HP ATM connections are set up within HP DTM 
connections. 

4.3.2 Models 

The queuing model of the packet switched multiplexing method can be constructed from the 
description, which is shown in Figure 4.3.1. 

Time

A2,4,k

A2,3,k

A2,2,k

A2,1,k

A1,k

U2,k

U1,k  

Figure 4.3.1 – Queues in the packet switched multiplexing method 

 

The evolution equation of the high priority queue is independent of the low priority source, so 
that of a single source can be used – see (4.1.1). 

kkk AUU ,1,11,1 )1( +−= +
+  (4.3.1) 

where kU ,1 is the system content of the high priority queue (priority 1) in cycle k and kA ,1 is the 

number of slots arrived to the high priority queue (priority 1) in cycle k. 

The evolution equation of the low priority queue is £
=
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where kU ,2 is the system content of the common queue of the low priority (priority 2) sources 

in cycle k and kiA ,,2 is the number of messages arrived to the low priority queue (priority 2) 

from source i in cycle k. 

To simplify the expressions, a new notation is introduced for the sum of the arrivals from all 
low priority sources in a cycle. 
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The next two subsections present two models for the packet switched multiplexing method. 

The first one is the interrupted server model with uncorrelated interruptions. The advantages 
and drawbacks of the uncorrelated model are the same as that of the corresponding model of 
the TDM multiplexing method, which is presented in Section 4.2.3. This simple model is 
presented here to show a case where the results of the TDM method can be analytically 
compared to the packet switched method. 

The second one, the direct priority queuing model is a more general description of the queue. 
It is presented and analyzed in [LB98] for multi-server queues. In the dissertation the single-
server case will be described. The model is more general than the interrupted server model is 
because here the high priority source can have a general independent distribution. 

4.3.3 Interrupted Server Model with Uncorrelated In terruptions 

Using the interrupted server model the mean value of the system content and the system time 
can be obtained very quickly from (4.2.3). The multi-server version of equation (4.3.2) can be 
converted to the form of (4.2.3) if +− )( ,1 kUc is independent and identically distributed, where c 

is the number slots belonging to the corresponding DTM channel is a cycle. That is, the kU ,1  

random variable should also be independent and identically distributed. It holds if A1,k is a 
batch Bernoulli process with batch-size less than c. So the expressions for the packet switched 
multiplexing method can be calculated so as with the time division multiplexing (see Section 
4.2.3). The mean value of the system content of the common queue and the system time of 
messages of the low priority sources are 
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4.3.4 Direct Priority Queue Model 

The direct priority queue model gives the full description of the queue in the case of general 
independent sources and multi-slot channels. In this section, a short derivation of the 
generating function of the system content is presented for single-slot channels based on the 
derivation presented in [LB98]. The generating function of the system time and the mean of 
both random variables will be also described. For a more detailed analysis of the multi-server 
case see [LB98]. 

4.3.4.1 System Content 

The most straightforward way to obtain the generating function of the system content is to 
express the two dimensional generating function based on the single-server case when c=1 in 
equation (4.3.2). The first step is to interpret the meaning of the evolution equations: ¦§¦̈© ≠+=+−=
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The definition of the two-dimensional generating function of the system content is ªª∞
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After some algebraic manipulations the equilibrium generating function of the system content 
for the one-server case can be expressed as 
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As the generating function U(z1, z2) is a analytic inside the unit circle, the denominator should 
vanish, which defines the function x(z2). That is, x(z2) is the solution of the equation 
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The derivatives of x(z) at z=1 point can be determined from equation (4.3.9). Furthermore, 
))1(1))(1(1()0,0( '

1
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,2 AAU c −−=  because the U(0,0) is the probability that the system is empty. Now 

the mean value can be expressed with some calculations 
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The variance and the tail probabilities are analyzed in [LB98]. 

4.3.4.2 System Time 

The pgf of the system time from [LB98] applied to the single-server case is 
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where )(zω is the solution of equation  

))(()( 1 zzAz ωω =  (4.3.12) 

To calculate the mean of the system time )1('ω  and )1(''ω  should be known. By deriving both 
sides of (4.3.12), substituting z=1, and using that 1)1( =ω  the following expressions are 
obtained 
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Using (4.3.13) after some calculations the mean of the system time can be expressed. 

{ } { }

( ) )1(

)1(

2

1

)1()1(12

)1(1

var

)1(
'
,2

'
2

'
,2

'
1

,2'
1

1

'
2

cc

c

A

U

AA

Ak
A

A

V =+
−−

+
−

=  (4.3.14) 

For the detailed derivation of the pgf and the analysis of the variance and the tail probabilities 
see [LB98]. 

4.3.5 Connection of the Models 

Now the results obtained in the previous sections can be compared. In this section the mean 
values obtained from the direct priority queue model will be expressed for the case when the 
high priority source transmits according to Bernoulli process. Then the comparison of the 
mean values received from the direct priority queue model and the results obtained from the 
uncorrelated interruption model follows. 

The length of the high priority queue is an independent identically distributed random variable 
if the arriving messages are served immediately in the first cycle after the arrival. If the arrival 
process is a Bernoulli process with generating function pzpzA +−= 1)(1  then the necessary 
parameters to calculate the mean values of the system content and system time from (4.3.10) 
and (4.3.14) are the followings: 

{ } { } { }2
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Using (4.3.15) the mean values are obtained for the direct priority queue model with Bernoulli 
high priority sources  
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As expression (4.3.16) is identical with the equations in (4.3.4) and (4.3.5). That is, we 
obtained the same results from both models when the low priority source can be characterized 
with a Bernoulli process. 

4.4 Comparison of the Multiplexing Solutions 

In this section, the multiplexing solutions analyzed in the dissertation will be compared. It is 
assumed that there are N low priority sources connected the DTM channel, and they have the 
same arrival processes. Furthermore, the TDM multiplexing system is assumed to have M 
cycles in a frame where M≥N. 

A general analysis would require numerical calculation. In the special case, however, when 
the high priority source generates messages according to a Bernoulli process, the comparison 
becomes simpler. Because of this simplicity the dissertation compares the systems in this 
case. First, the mean characteristics of the TDM multiplexing method will be expressed then 
those of the packet switched multiplexing follow. 
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4.4.1 TDM multiplexing 

The accurate cycle level AB model of the TDM multiplexing method is used for the 
comparison.  

If the high priority source can be characterized with a Bernoulli arrival process with 
generating function pzpzA +−= 1)(1 , then we can use the results of Section 4.2.5.6. Based on 
(4.2.91) the mean of the system content and the system time is 
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As there are N low priority sources connected to the DTM channel, the whole mean system 
content is N times more than that of one source. 
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The mean of the system time for an arbitrary message is the same as that of a given message. 

{ } { }TDMiTDM VEVE ,,2,2 =  (4.4.4) 

where in the index TDM stands for the TDM multiplexing method. 

4.4.2 Packet switched multiplexing 

Because there are N independent low priority sources with the same characteristics, the 
variance and the mean value of the sum of the arrivals can be expressed with the descriptor of 
a single source. 

{ } { }ic AENAE ,2,2 ⋅=  and { } { }ic ANA ,2,2 varvar ⋅=  (4.4.5) 

The mean values of the system characteristics can be written now using (4.4.5) and (4.3.16) 
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The following relation can be noticed between the characteristics of the systems: 
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To express the relation between the multiplexing methods I defined the gain function below: 
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That is, the gain function is the product of two factors: 

- the first is M 

- the second is the ratio of the free capacity in the systems and the free capacity of the 
system with M sources 

The second factor is always greater or equal to 1 because NM ≥ . It expresses an additional 
advantage of the packet switched solution, namely if there are less sources in the system than 
the maximum in the TDM solution there are unused low priority subchannels. The larger the 
difference between M and N is (the more unused low priority subchannels are in the TDM 
solution) the bigger the second factor is. 

The advantages of the packet switched solution are summarized here: 

- If all subchannels are used in the TDM method (N=M), the gain function equals to M. It 
means that with the TDM method messages are delayed nearly M times longer. 

- There is no upper limit on the number of multiplexed sources 

- and the bandwidth allocated by the LP connection can be any value within the capacity 
limits of the DTM channel. 

The above comparison emphasized the superior properties of the packet switched system as 
[SW81]. Despite of the analytical results the packet switched multiplexing method has also 
drawbacks: 

- Its implementation is more difficult because of the complex receiving algorithm and the 
fast operation of the network. Only a small fraction of DTM data channels can be used for 
multiple service classes. Otherwise, the receivers will not be able to process the control 
information (i.e. the headers of low priority messages) in the data slots. 

- The headers of low priority messages mean larger overhead for the transmission. 

4.5 Conclusions on Multiplexing Methods 

Two multiplexing methods were presented in this chapter to increase the utilization of a DTM 
channel and support two priority classes. In both methods, multiple flexible sources with low 
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priority (referred to as LP - low priority - source) are multiplexed with a delay sensitive 
source with high priority (referred to as HP -high priority - source) in a DTM channel.  

The prioritized time division on two time scales multiplexing method (TDM method) has the 
following properties: 

- The HP source is allowed to transmit in all time-slot of the DTM channel. 

- LP sources share the remaining bandwidth using time division multiplexing: 
M successive cycles form a frame. A LP source is allowed to transmit in one cycle of the 
frame if it is not used by the HP source. 

The other multiplexing method, packet switched multiplexing, works as follows: 

- low priority sources generate packets with start and end delimiters; receivers differentiate 
between low priority sources based on these delimiters 

- low priority sources share the same queue, which is only served if the buffer of the high 
priority source is empty 

 

It was shown for the TDM method that the message delay of low priority sources and the 
length of low priority queues could be modeled with three different models: 

- GI-G-1 model 

- AB model 

- Uncorrelated model 

The comparison and analysis of the models was discussed in detail. The AB model using the 
distribution of the availability (A-times) and blocking periods (B-times) was based on the 
most general assumptions about the high priority source, and it provided the most general and 
exact results. In the dissertation, closed form expressions were obtained for the probability 
generating function of system content, system time and unfinished work of the low priority 
sources for the AB model. 

 The results were checked in two ways: 

- It was proved that the mean values of system content and system time calculated from 
generating functions with the AB model fulfilled Little’s theorem. 

- It was also proved that the most general model AB model gave the same results as those 
of un-correlated model when the same assumptions about the high priority source were 
used. 

New results were presented related to the AB model, which is based on the distribution of A-
times and B-times: 

- Closed form expressions were obtained for the generating functions of unfinished work 
and system time (message delay) for the case when 1=AT  and BT  had general independent 
distribution. 

- The most important characteristics – i.e. mean values, variances and tail probability – of 
the system content and system time were calculated from the generating functions. 

 

Two known models were applied to the packet switched multiplexing method: 

- Uncorrelated Server Interruptions 
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- Direct Priority Queue 

Both models gave the same results when using most restrictive assumptions. 

 

Finally, the performance of the TDM and the packet switched multiplexing methods was 
compared through a simple example. It was shown that the packet switched method 
outperforms the TDM technique regarding both queue length and message delay. 

A note was also made that the mathematical models did not consider the drawbacks of the 
packet switched solution, i.e. the implementation complexity and the overhead of message 
headers. 
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Chapter V: Conclusions 

5.1 Summary 

The body of the dissertation was divided into three parts. The description of the DTM 
protocol, the simulation study about the fairness and aggregate performance of slot allocation 
methods, and the mathematical analysis of different multiplexing methods in a DTM channel 
were presented in different chapters. 

In the first part, an overview about the DTM architecture was presented. It included a general 
classification of media access protocols with the positioning of DTM. The detailed 
explanation of the operation of the basic DTM protocol can also be found in this chapter. The 
enhancements of DTM were also outlined, including slot reuse, wavelength division 
multiplexing and interoperation with IP protocol. Finally, performance studies available in the 
literature were summarized. 

The second part of the dissertation was dedicated to the simulation study of call level 
characteristics. The modeling and implementation issues of the simulation software, the 
network model of the simulations, and the simulation results were discussed in detail. The 
main emphasis was on fairness analysis of different slot allocation methods and on the 
performance study of slot allocation methods based on smoothing algorithms. Several 
conditions were examined in the simulations, for example: 

- three different network scenarios: 1. external connections through a switching node at the 
end of the bus; 2. client-server connections with a server in the middle of the bus; 3. peer-
to-peer connections, i.e. everybody is connected to everybody 

- two different source models: WWW source model and Poisson model 

- two different bus-length: 100 m inter-node distance and 10 km inter-node distance 

- several slot allocation algorithms with several parameter settings 

The mathematical analysis of message level characteristics of multiplexing methods was 
placed in the third main chapter. Two multiplexing methods were analyzed with the means of 
discrete time queuing theory. For the TDM multiplexing method three models were presented. 
The packet switched method was analyzed using two different models. The main differences 
between these five models were: 

- application area: arrival process of the high priority source, rate of the DTM channel (one-
slot channel, or multirate channel) 

- accuracy of results: approximate and exact models 

- time scale of the models in the TDM method: cycle and frame level 

Finally, the TDM method was compared to the packet switching method. It was shown that 
the TDM method has longer delay and larger queues. 

 

The main contributions of the dissertation are: 

- performance analysis of different slot allocation methods with a great emphasis on 
fairness 

- recommendations for new slot allocation methods and their performance analysis 
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- modeling of different multiplexing methods 

- queuing analysis of the TDM multiplexing method with the model, which is based on the 
distribution of the availability and blocking intervals 

5.2 Application Areas 

Slot allocation methods are very important when burst switching is used. Analysis of message 
delays and buffer lengths within a successfully established DTM connection are relevant for 
multiplexing methods. Therefore, results of the dissertation can be applied to both 
performance improvement methods described in the Introduction. 

 

Based on the analysis and comparison of slot allocation algorithms the operation of DTM 
network nodes can be designed. Dimensioning of slot allocation parameters - like retry limit, 
priority - and selecting the best application area of slot allocation algorithms - bus-length, 
traffic type - are also possible based on the results. The main novelty of performance analysis 
results is that other performance studies of DTM networks regard slot allocation algorithms 
using status tables, and here the emphasis is on algorithms without tables.  

During the evaluation of different variants of the basic KTH slot allocation algorithm the 
main emphasis was on fairness. Although fairness is one of the most important characteristics 
of media access protocols, it has not been studied for DTM except my contributions. It was 
shown that even algorithms using status tables could become unfair in case of big inter-node 
distances. The study also emphasized that the request order during slot requests influences 
significantly the fairness of DTM networks. 

New algorithms proposed in the dissertation managed to break down the inherent cache-like 
behavior of DTM networks without major performance loss. The aggregate performance of 
algorithms operating without status tables was also improved. 

 

Although queuing analysis of multiplexing methods was presented in the context of DTM 
networks, results are more general and can be applied to any TDM system. Besides the 
analysis of the multiplexing methods, the discussion and comparison of more models help to 
better understand each model. New results in connection with the multiplexing methods are 
applicable to the calculation of e.g. message loss vs. buffer length characteristics. 
Dimensioning of network elements can be done based on the results discussed here. A good 
understanding how the high priority source, the number of multiplexed sources, and buffer 
length effect system time and unfinished work of low priority sources can be obtained based 
on the results of the analysis. 

DTM is a new networking technology. As the first products are released in 1999 [Netins, 
Dynarc] ongoing research has significant impact on future products and standardization 
process.  

5.3 Future directions 

There are several areas to be studied as a continuation of the simulation study of DTM 
networks: 
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- The most important application area of the DTM is interconnection of IP networks. DTM 
is based on resource reservation but the traffic demand of IP traffic changes dynamically. 
Further work is needed to merge call level results in existing performance evaluations and 
IP traffic models, in order to obtain good dimensioning parameters for resource 
management. 

- The analysis of priority settings of smoothing algorithms was studied in specific cases. A 
more general investigation is to be done. 

- The performance study of the dissertation is based on one-slot unicast DTM connections. 
Therefore, further simulations are needed to study multi-rate and multicast connections. 

- This work is restricted to the simulation of a DTM dual-bus. The study of routing 
mechanisms in a network containing several connected DTM dual-buses is another 
direction of future research. 

- Fairness of media access protocols using slot reuse and wavelength division multiplexing 
attracted great attention at other networking technologies. Fairness studies of these 
enhancements of DTM are also important research areas. 

Although the queuing analysis of multiplexing methods involved many different models, the 
application area of the models can be further extended using correlated models, which are 
more suitable for several source types. 

Combination of different multiplexing methods is also an interesting field of future studies. 
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Appendices 

Appendix A 

This appendix derives the generating functions )(,, zU kjA  and )(,, zU kjB .  

The relation between successive time-units of blocking intervals is easy to express because 
during blocking intervals the output channel is permanently blocked. 

kjAUU kkjBkjB ≥+= −  if      1,,,,  (A.1) 

Ak is independent of UB,k, and it is an i.i.d. random variable. Therefore, an expression can be 
obtained between the time-unit just before a B-time and the one k units later. After z-
transformation it is: 

kjzAzUzU k
jBkjB ≥⋅=  if      )()()( 0,,,,  (A.2) 

During availability times the output channel is permanently available, thus the relation 
between system content in the time-unit just before an A-time and the one in the A-time is 

AUU AA +−= +)1( 0,1,1,1,  (A.3) 

After z-transformation the following relation is obtained: 

( ))0()1()(
)(

)( 0,1,0,1,1,1, AAA UzzU
z

zA
zU ⋅−+=  (A.4) 

Now we can use that the time-unit just before a B-time is the same as the last time-unit of an 
A-time, and vice versa. Ð∞

=

=⋅===
0

,,0,1, )()()(
j

BjjBA jTPuUPuUP  (A.5) 

)()( 1,1,0,, uUPuUP AjB ===  (A.6) 

As we can see from (A.6) )( 0,, uUP jB = is independent of j, and also the length of the A-time is 

always 1. To further simplify our notations the following variables are defined: 

)()(   ;   );()(   ; 0,0,,0,0,,0,0,1,0,0,1, zUzUUUzUzUUU BjBBjBAAAA ≡≡≡≡  

Using (A.2) and (A.5) we obtain 

))(()()( 0,0, zAPzUzU BBA ⋅=  (A.7) 

and using (A.4) and (A.6) the resulting equation is 
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)(0, zU A  and )(0, zU B  can be expressed solving the above equations. The result is 
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From 1)1(0, =BU  condition the unknown constant )0(0,AU  can be expressed: 

)1())1(1(1)0( ''
0, APU BA +−=  (A.11) 

Finally, the unknown generating functions )(,, zU kjA  and )(,, zU kjB  can be expressed: 
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Lemma1: 
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Proof:  Using L'Hopital's rule repeatedly. 

Lemma 2: 

The mean and the variance of the system content of low priority queues in Section 4.2.5.2 are  
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where ))(()(1)( 22 zAPzAzb B⋅−= . 

Proof:  

The system content can be described as 
)()(
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The derivatives of a(z) and c(z) can be obtained easily. The derivatives of d(z) can be 
expressed with those of b(z): 
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The derivatives of b(z) are  
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Applying (B.2), (B.4), (B.7), (B.8) and (B.9) one obtains (B.5) and (B.6). 

Lemma 3: 

The mean and the variance of the system time of low priority sources in Section 4.2.5.4 are 
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Proof: 

The system time can be written as 
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The derivatives of b(z) can be expressed from those of a(z): 
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The derivatives of a(z) are 
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Using (B.2) and (B.4) the mean and the variance of the system time of low priority sources 
can be expressed. 

 


