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Chapter I: Introduction

Chapter I: Introduction

In the age of information society, communicationbiecoming a more and more important
part of our everyday life. In the background of ttlganges of communication, there is a rapid
evolution of telecommunication technologies. Theimdirections of this evolution are
determined by new applications and by the developna base technologies. The most
important demands on telecommunication networkshegh communication speed, support
of multimedia applications and mobility.

In order to obtairhigh end-to-end communication speedall parts of the communication
path should be fast. The bottleneck, which is cantiusly changing, can be the link capacity,
processing capacity in nodes and the operationgifdr layer protocols.

Advances of fiber technology increased dramatic#ig link capacity available for fixed
networks. Wavelength division multiplexing [Bra9®GL90] and spatial bandwidth reuse
[CO90, KWH94, MS97] resulted in further increaselime bandwidth of links.

The increased link capacity moved the bottleneckotber parts of the network. The
processing capacity of routers and switches is ohdghe bottlenecks of today networks.
Therefore, the layer 2 and the layer 3 protocoks @ndergoing an integration to replace layer
3 functions - i.e. per packet routing with largeopessing requirements - with layer 2
functions - i.e. switching of data flows. IP swiioly [NEH96, rfc1987], tag switching
[rfc2105] and ARIS [Wou96] are different implemetitans based on this idea.

Support ofmultimedia applications [J5] is a general term and involves requirementsiany
different areas.

First, multimedia traffic includes real-time datlws like voice and video. Real-time data
should be delivered to the destination with low alehnd low delay variation. Multimedia
traffic also includes components that are not gemsto delay variation but are very sensitive
to data loss. The integration of these sources &gingle network is an essential need today.
Implementations of this integration are solved @iéintly in different kinds of networks.

In the local area real-time delivery can be prowdsy overdimensioning the network capacity
and using protocols, which do not introduce largeag variation. However, metropolitan and
wide are networks should differentiate betweenetéht flows with different requirements. In
the metropolitan area, isochronous and best effaffic is differentiated. Technologies in that
area are FDDI-II [Cal91], DQDB [Mar94], iso-ethetngsre96] and Metaring [Ofe94]. In
wide area networks, several service classes aredated [DBL93]. The most important
technologies supporting several service classesah [ATM96, MS94, Pry91, J3, C5, C6],
RSVP [Res96] and UMTS [Mar97] at different areas t#lecommunication. Packets
belonging to different service classes are buffenedseparate queues, which are served
according to the priority of the related servicass.

Multimedia applications (teleconference, interredio, video on demand) also need networks
with broadcast and multicast capability. Handlingultiiparty connections needs new
signaling and routing methods, which is anotheh riesearch area.

Mobility is an essential need for future access devicesa@vand services already available
in fixed networks are appearing now in mobile netl® Third generation mobile systems,
which are standardized by ITU as IMT-2000 [IEEE®fd by ETSI as UMTS [IEEE98], are



based on packet switching and support multiple isenclasses. Developments in radio
technology [JSAC90] allow high speeds also acrbssadio interface.

Besides the above technological challenges, a tdogg should fulfii many other
requirements in order to be successful on the markenong many factors, the two most
important ones are:

- reasonable price for good quality
- interoperability with existing technologies

So economists always have to select the technolabich provides the highest quality at an
acceptable price. In the long term, integration amdple protocol reduces prices.

- With integration the network can provide wider service range, se mfrastructure can
replace several parallel solutions. The main cedurction of integration is due to the
reduced maintenance requirements.

- Simple protocol reduces the implementation costs of equipmentlona higher speeds
and therefore higher quality.

New technologies can not replace the entire exgstinfrastructure at once. Therefore,
interoperability with existing devices is a very important need &irnew technologies.

This thesis is about Dynamic Synchronous Transferdi! (DTM) [Kah98], which is a new
integrated-services networking technology. It ifaat circuit switched TDM system based on
shared media. Its implementations [Netins, Dyngmnajvide high speedsintegratedservices
with real-time support. Interoperability is provided trough IP technology, which is the
unifying concept in today networks. IP over DTM amiTM LAN Emulation [whp99a,
whp99b, Hol98] are the basic capabilities of DTMitkes.

However, DTM, as a circuit switched network, hakenently two disadvantages:

- channel utilization: Bursty traffic uses the regsd bandwidth only in a small fraction of
the time.

- scalability: The number of connections a DTM netw can parallel support is limited.

There are two ways to increase the utilization #mel number of allowed parallel connections
with multiplexingin a DTM network:

- connection level multiplexing (burst switchind)TM connections are used only for the
duration of data burst. If there is an idle periodsources are released. When data
transmission starts again new DTM connection igslelithed. That is, user connections
are split to several successive DTM connections.

- slot level multiplexing: Multiple connections viitlow bandwidth demand are multiplexed
into a DTM channel. That is, several parallel usennections share a DTM connection.

The dissertation deals with both performance imgroent methods.

If burst switchingis applied, the most important performance chamastics of the network
are average set-up timand blocking probability If different bursts have considerably
different set-up times and bursts are blocked witlie call then there is less QoS guarantee
for the whole connection. That is, the main berseftf circuit switching (like low and
deterministic delay during the connection) are IdSonsequently, optimizing the mentioned
characteristics is advantageous for burst-switchagy well. Set-up time and blocking
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probabilities are related to calls, therefore tlaeg referred to asall level characteristicsn
this work.

If several connections are multiplexed into a ssstelly established DTM channel, the
system should be analyzed on another scale. Srasdl tiems (referred to as messages) are
buffered in nodes and the queues are served acwpitdi the multiplexing methods. Two
important measures of performance are message doslability and queuing delay of
messages. Good performance in terms of these dieaisdics is also elementary. Advantages
of circuit switching, i.e. guaranteed delivery almv delay and delay variation, can also be
lost with a multiplexing method with poanessage level performance characteristics

1.1 Objectives of the Dissertation

The dissertation is about the performance and égsisnof DTM networks. Results can be
categorized into two fields:

- Call level characteristics of channel allocat@lgorithms in DTM

- Message level characteristics of multiplexing hoets in DTM

The main goal of the evaluation of call level chetexistics of channel allocation algorithms
in DTM is to improve the effectiveness of channébeation algorithms applicable for DTM
networks.

For this purpose | have carried out the followirigdies:

- development and evaluation of new channel allocealgorithms to improve the
aggregate performance characteristics and thegfssrof the DTM network

- comparison of the performance of channel allamatechniques in DTM, in order to
select the significant parameters influencing perfance characteristics

- identification of the main factors causing thefaimess of a DTM dual-bus (including
parameters of channel allocation algorithms, platgicoperties of the network and traffic
profile of sources)

The goal of the evaluation of message level chargstics of multiplexing methods for DTM
is to define and analyze new methods timarease the effectiveness of a DTM chanmdiile
the network provides the required service paransdieall multiplexed sources.

| have carried out the following studies in thaear

- development and analysis of the most appropradelels for the examined prioritized
multiplexing methods

- evaluation of the significant parameters influegcrequired buffer-size and message
delay

- comparison of the effectiveness of multiplexingtimods

| used simulations and mathematical analysis foe gerformance evaluation of DTM
networks.

Simulation was used to evaluate call level chanasties of channel allocation algorithms in
DTM. The DTM group in the High Speed Networks [HSBIh] developed a simulation



software under my supervision in 1996-98. The s is based on the DTM model
published in [BLRS96].

| have analyzed the message level characteristiasdtiplexing methods by mathematical
means, more specifically, by discrete time queuihgory [BrKi93]. The goal of the
derivations is to obtain closed form expressionttwe probability generating function (pgf) of
system content, system time of messages and umgidis/ork.

1.2 Outline

In Chapter II, the DTM network architecture and frool is presented. The chapter starts with
an outline of networking technologies to show thiage of DTM among them. Then the

detailed description of the DTM transport mode dolls. It includes the description of the

basic features of DTM, different modifications ohe basic protocol as well as the

interoperation methods with IP networks. The laattpof this chapter summarizes previous
performance studies of DTM.

Chapter Il presents the simulation work of thes#igation. First, the simulation software is
described including the modeling assumptions, sarhtéhe implementation details and the
testing methods we used. Then the models of theukitad networks follow. Simulation
results are presented in the two following sectiofist, aggregate performance and fairness
of set-up-time slot allocation algorithms are dissed. Then the characteristics of the new
smoothing algorithms are analyzed.

In Chapter IV, the results of the mathematical sl of different multiplexing methods are
discussed for DTM networks. After the introductiomhich presents the analysis of a simple
gueuing problem, two multiplexing methods are dimx in separate sections. First, the
description and the models of “time division on twime scales with priorities” technique,
and the results obtained from the models are ptesenNext, “packet switching with
priorities” multiplexing is analyzed using more mad. Finally, the comparison of the
multiplexing methods and the conclusion of the dieaffollows.

Finally, Chapter V summarizes and concludes theetistion.
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Chapter Il: Dynamic Synchronous Transfer Mode

This chapter gives an overview about Dynamic Syoncbwus Transfer Mode technology.
Section 2.1 points out the place of DTM among othedia access protocols. Section 2.2
presents the detailed description of DTM protoaalluding several development directions.
Finally, Section 2.3 overviews the available perfi@nce evaluation studies of DTM.

2.1 Networking Environment of DTM

DTM is a fast circuit switched technologysing shared mediaand dual-bustopology. To
clearly point out the position of DTM among otheztworking protocols, a short introduction
is given about other switching and media accessou illustrated with a few examples.

2.1.1 Switching Methods

Switching methods [Tan89] are divided to two baslassescircuit switchingand packet
switching

In packet switching data to be transmitted is segi@e into packets, which have headers. The
packet is routed through the network up to the masion based on its header information.
Packets can be treated in two different ways.

- In datagram packet switchinghe header includes the address of the destimg#iod
source) node, and packets are routed through ttveank based on this address,
independently of the other packets.

- Invirtual circuit packet switchinga virtual connection is set up (using signaling o
management) between the sender and the receiverebeéta is transmitted. Once the
virtual connection is established — via a fixed ®through the network — data packets are
switched through the network based on the idemtdiethe virtual connection, which is
located in the header of each packet. The addrefsealestination is used only during
connection establishment. Service guarantees cdarenmiplemented without the virtual
circuit concept because link capacity and buffesi@should be allocated for connections.

Figure 2.1.1 shows some examples for each category.

Local and metropolitan area networks (e.g. Ether®BDI, Token ring, SMDS) use datagram
packet switching at media access control (MAC) fayéirtual circuit packet switching is
used in wide area networks (X.25) as layer 2 protoc

Fast packet switchings a subcategory within virtual circuit packet sghing. The difference

is only in the implementation: The functions of theader are minimized, which allow fast
processing in the switches. Fixed packet lengthl fdBther increases the processing speed,
which allows the application of more complex bufferanagement strategies and faster
switching. Frame relay and ATM are example for tbégegory.

In circuit switched networksnodes reserve fix bandwidth channels (circuits) the whole
duration of the connection. Each circuit switchggtem relies on a signaling system, which
establishes and releases network resources acgtydin



Dedicated and fixed bandwidth is advantageous &al-time applications because it yields
small delay and low delay variation. Computer gated data traffic, however, is bursty, so
the usage of fixed bandwidth channels results w &ficiency.

As the overhead of a connection is independenttefduration (set-up, release), circuit
switching is efficient for long connections. Forash connections the overhead of resource
reservation (both in volume and time) becomes langsntrast to packet switching.

Circuit switching also has a fast implementatidast circuit switching Here, resources are
released during idle periods of the connection. #wswitching [Ams89, Ore88, MM88,
HU90] (a specific technology in contrast with therin burst switching in the Introduction of
Chapter I) and DTM are examples of fast circuit ®hing.

In burst switching, port processors are monitoring link to notice activity. Whenever a port
processor determines that a burst has begun, fixgeea header to the information. The
destination address in header is used to routéthret to its destination. A burst looks like a
packet, but there are significant differences b&mvburst switching and packet switching:

- the length of a burst is not determined before #tart of transmission

- aburstis sent in a time-division channel ofdtkbit-rate, i.e. it is interleaved with other
bursts (in contrast to packet switching, where pslare sent one at a time with full link
bandwidth)

The main difference between burst switching and DQTwhich is introduced in the next
section in detail, is that in DTM data and contoblannels are separated.

datagram packet switching

o (Ethernet, FDDI, Token ring, SMDS...)
packet SW|tch|ng<
virtual circuit packet switching

fast packet switching

(X.25) (Frame relay, ATM)
switching
circuit switching fast circuit switching
(PSTN, ISDN) (DTM, burst switching)

Figure 2.1.1 — Switching categories of media acgestocols

It is not straightforward, which one is the bestiing method for an integrated network.

Circuit switching is a better solution for real-terand non-bursty traffic, while it is inefficient
for short sessions and best effort connections.

Packet switching provides high utilization becaustatistical multiplexing can efficiently
share the bandwidth among different connectionse €hallenge for packet switching is to
provide service guarantees for real-time appligatio

2.1.2 Media Access Methods and Topology

The classification of DTM according to the mediacass method is interesting because the
usual access methods are:

- shared mediafor datagram packet switching

- point-to-point dedicated link between switches for virtual circuit packet switapand
circuit switching
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DTM is an exception from this general rule becaiise based orshared medialespite of its
circuit switched operation. The most prevalent topologies for a felaared media MAC
protocols are listed in Figure 2.1.2.

Ring (token ring)
Dual ring (FDDI, Metaring)
shared £ Bus (Ethernet)
media acces Dual-bus (DQDB, DTM)

dedicated— Point-to-point, meshed (ATM, PSTN)

Figure 2.1.2 — Media access methods and topologies

Media access method and topology has special irapog for DTM because these factors
have a definite influence on fairness among nodes.

Fairness of protocols using dedicated links is colfed in a centralized manner. Therefore,
providing fair share for connections can be solvéth well-known scheduling algorithms. In
shared media protocols, where due to efficiencyso@s usually distributed protocols are
used, equity among connections and nodes is notnaaiic.

Previous experience on dual-bus architectures sigdbat the fairness of DTM should also
be examined. For example, several algorithms wemgp@sed to correct inequality among
DQDB nodes [KWH94, MS97] because the basic architer was inherently unfair.
Providing fair operation becomes more difficult whénter-node distances are large, the
system is overloaded (data, control or processiagacity) or spatial bandwidth reuse
technology is applied.

After this short introduction to the classificatiaaf DTM within the family of media access
protocols, a detailed description of DTM protocollows.

2.2 Description of DTM

The detailed description of the family of DTM pratols is described in this section. First, the
most important characteristics of DTM are presenténl Section 2.2.2, the resource
management related topics — like slot allocatiopSQprovisioning, fragmentation - are
discussed in detail. Section 2.2.3, highlights ¥agious development directions of the DTM
media access protocol. Finally, Section 2.2.4 iswtbmethods that enable DTM to become
the transport protocol IP, and thus the Internet.

2.2.1 History and General Description

2.2.1.1 History

The first ideas for DTM were developed at Ericssinthe middle of the 80’s in the
framework of Duper design [Hag85a, Hag85b, Hag86he DTM protocol, switching
mechanisms and topologies are developed from tinésd ideas. The DTM development has
started at Royal Institute of Technology (Kungl Tieska Hogskolan, KTH) in Stockholm as
a part of the MultiG research program [PPG92, PRL,9RRLI2b, GHP92, PS93, Kar93] in
1990. In parallel with the development of the atebture, a prototype implementation was



designed. The work on the prototype implementaamd network architecture was reported
in a number of publications and technical repo$ip3, BHL94, BLR93, BLR94, Goh94,
LB94, Lin94, BL95, BLR96]. In 1996, the most activeembers of the DTM group at KTH
received their Ph.D. degrees [Boh96, Lin96, Ram9&a&] Licentiate degree [Hid96]. Two
companies were established that time to produce DieMices [Dynarc, Netins]. The work
related to DTM started at Technical University ofidapest in 1996. | have participated in all
activities related to DTM at TUB since 1996 [J1,,J23, C1, C2, C3, C4, C7, P1, P2,
HSNLab]. North Carolina State University started I Tesearch in 1997 [CN98a, CN98b].
Product development has been focused on IP techgdtehp99a, whp99b, Hol98, Kah98]. It
clearly shows the current status of DTM that mamtgmts are filed, products are available
[Hey98] on the market and standardization has sthfDynar, Netins].

2.2.1.2 General Description

The operation of DTM is based on multirate and eitlunicast or broadcast channels. It is
designed for unidirectional medium with multiplecass. The total medium capacity is shared
by all connected nodes. Previous proposals and @mphtations are based on dual-bus
topology, but folded bus and ring are also feasiblde architecture can be extended to
include a large number of connected buses usintchimg nodes.

The most important elements of a DTM network are tiodes and the hostslodesare
networking devices connected to the dual bdestsare end-devices with a simple interface
that connects them to a node. Host-host commuminas based on the assistance of nodes.
Nodes are responsible for resource allocation, eotion establishment and release along the
bus. Figure 2.2.1 shows the set-up of a dual-buaoek.

< e0ee G o000 ¢ —
> oo o ' [ W)
Node ( Node ] Node » Node N-

| ) \

Host Host Host Host Host Host

Figure 2.2.1: Structure of a DTM bus

The communication on the physically shared medius realized by time division
multiplexing scheme. The total capacity of the lmidivided into cycles of 125 microseconds,
which are further divided into slots. A slot consi®f a 64-bit data-word and some additional
management bits. The sequence of slots at the gaws#ion in successive cycles is called
DTM channel.

There are two types of slots (and so DTM channelg}a and static slotsData slots are used
for data transfer. The number of data channels ifipeche bit-rate of a DTM connection.
There is a token for each DTM channel, which isigissd to one of the nodes. Both free and
used data channels have one and only one ownertiatea If a node has the right to use a
channel, then it has full control on it: it can agb a connection on it, send data within the
connection, release a connection using the chaomeaijve the channel ownership to another
node.
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In the DTM protocol, the sender node is responsfblechannel reservation even if it is the
initiator or not. This is the most obvious solutioi point-to-multipoint (multicast)
connections are used.

At system start-up, data channels (tokens) arecatled to nodes and they are transferred
dynamically during the operation. Nodes can asleator free data channels, if they do not
have enough to serve a new request. This procesucalledchannel (re)allocation or slot
(re)allocation

The other type of slot, called static slot is usied broadcast control channels between the
nodes. Nodes send control information in their istgtots and listen to all the other static
channels to receive control information.

DTM uses a distributed channel reallocation aldorit[BLR93, BLR94]. A procedure for
channel reallocation was proposed in [BLR96], whieheferred to a&TH algorithm in the
dissertation. In this method, nodes maintain austaable about the amount of free channels of
other nodes. Nodes update their tables from messegptured from the control slots. The
administration of status tables is a low priorigsk; therefore it can happen that tables are
outdated.

2.2.2 The DTM Protocol

In [Boh94, Boh96, Hid96, Lin94, Lin96, Ram96a] thdole DTM protocol suite is described
in detail. The DTM protocol suite allows other poabls to use DTM as a carrier network,
and also supports native DTM applications that D3Vl without any intermediate protocol.
The architecture of DTM protocol can be seen oruFgg2.2.2

Higher Layer Protocols

¥

DTM Segmentation
and Reassembly (DSAR)

DTM User Network
Interface (DUNI)

DTM Control Protocol (DCP)

}

DTM Access Protocol (DAP)

Figure 2.2.2 DTM protocol suite

Most of the existing networking applications us@tarcol-suites (like TCP/IP, IPX, Appletalk
or ATM) of packet switched networks for communicati The easiest way to support these
applications is to carry the packets transparenty, without any direct interaction with the
application, through the network. The protocol et) which is calledTM Segmentation

and Reassembly (DSAR)layer, transforms (segments) the larger packetsigher layer
protocols to 64 bit DTM protocol data units (PDW) the sender, and reassembles packets at



the receiver. Due to DSAR the transmission of péskever DTM can be done transparently
for all upper layer protocols.

DSAR uses three types of PDUsead slot data slotand idle slot When an upper layer
packet arrives to DSAR, firstlaead slotis generated. It contains

- alengthfield that shows the number of successive datesglar that portion of the packet
- and arEnd of Packefield that tells the receiver if that is the Igsart of the packet

Then thedata slotsare transferred. If there is nothing to transmit the channel then the
sendeitransmits idle slots

The next protocol element in Figure 2.2.2 is @M User Network Interface (DTM UNI) .
This interface defines how the user accesses thicseof the DTM network. It also describes
the service primitives between hosts and nodes. DAéM UNI service primitives are
messages between nodes and hosts for connectiempseatonnection release, change of
bandwidth and data transmission.

Nodes have to communicate with other nodes in ortdeserve DTM UNI requests. The
protocol that handles the node-to-node signalingj lacated below the user network interface
is the DTM Control Protocol (DCP). The main tasks of DCP are slot allocation, slo{-t
connection mapping, sender/receiver synchronisadiath management. Nodes communicate
using DTM Protocol Data Units (PDUs). DTM controDRJs are transmitted in control slots
and data PDUs are sent in data slots.

To illustrate the co-operation of UNI and DCP priweés Figure 2.2.3 shows the set-up of an
acknowledged point-to-point connection.

Sender Receiver
Host Node Node Host
UNI Create
—

DCP Announce

W - ———,JUNI Announce
——

UNI Attach

DCP Attach  |e——|

UNIAtach le——" |

PR
UNI DCP UNI

Figure 2.2.3 Service primitives used during thegebf a point-to-point connection

Once a host wants to set up a connection, it senckgateprimitive to its node via the user
network interface. If the node can collect the regied number of slots via DTM Control
Protocol, it sends HCP announcemessage to the other node of the connection and it
indicates UNI indication) to its host that the requested resources have ldecated. The
receiver node then forwards thBCP announcemessage to the destination ho&iN]
announcg If the destination host accepts the call, it@e@UNI attachprimitive to its node,
which transmits @DCP announceto the node of the sender host. Finally, the serfuzst

10
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receives the confirmation, its node forwards #teachmessage via the UNI in @NI attach
primitive.

The procedures for the following tasks are alsocdiegd in [Lin96, Boh96]:
- Receiver initiated multicast connection set-up

- Rejection of connection set-up

- Sender initiated connection release

- Receiver initiated connection release

- Change of bandwidth

- Data to connection mapping

- Requested slot allocation

- Direct slot transfer

- Status message sent between nodes

The lowest protocol in the DTM protocol suite isetldTM Access Protocol While the
previously introduced protocols fit into the seco@®l layer (Datalink layer), this is located
at the Physical layer. It defines the access tophgsical medium. The main units of the time
division multiplexing scheme already introducedSaction 2.2.1 can be seen in Figure 2.2.4.
A frame(or base frame) consists ofultiple cyclesand used for multiplexing multiple sources
in a DTM channel. Frames are similar to multifraneasl superframes in GSM [Rah93]. The
description and analysis of multiplexing methodsngsframes will be described later in
Chapter IV.

------- [T T T [ [ J [T [ [ [ T[T - Frames
....... | 125,18| | | CyCIeS
LI e L[ [T T T TTTT] Slots
< ControI: < Data >

il [ [ [ e | [T [ 1 Ie4 Bits

Figure 2.2.4 Definition of frame, cycle and slotDTM

2.2.3 Resource Management

One of the most important questions is what kindch&nnel allocation algorithms to use in

DTM. In this section, the basic types of allocatialgorithms are introduced. The variants of

distributed channel allocation algorithms are nedcdssed here in detail because the whole
Chapter Il is dedicated to their analysis.

11



2.2.3.1 Slot Allocation

Two basic types of channel allocation algorithmsreveleveloped in DTMcentralized and
distributed

In the centralized scheme there is a slot servelneiVa node wants to set up a connection, it
has to ask the slot server for free channel. Indisributed scheme, each node has its own
pool of slots. They only request channels from othedes if local channels are not enough to
serve a new request.

The disadvantage of using the distributed apprasthat the synchronisation of nodes (status
tables) causes an additional control load. Its ativge is that in case there are enough free
slots locally the connection set-up time is shofies slot request). The distributed scheme is
more fault-tolerant because it does not rely onngle slot server. The third disadvantage of

the centralized scheme is that the slot server imagome the bottleneck in the system. If

distance between nodes increases the distributieticooutperforms the centralized one.

2.2.3.2 Fragmentation

The DTM Control Protocol handles channels in blacksblock is a set of consecutive slots.
A control message can only transfer one block dinee. If e.g. a connection consists of N
blocks then NDCP announcemessages should be sent to the receiver. Therefolie
desirable to keep free channels in large blockeettuce the signaling load and connection set-
up time.

A fragmentation-avoiding algorithm is proposed Inr{96]. In the algorithm, each slot has a

home node. Home node of slots is set at start-otiso that each node has a single block.
There is a counter associated with each slot. Ttenter can for example store the time

elapsed since the slot left its home node or thenbar connections the slot was used by.
When the counter reaches a certain limit, the sldtansferred back to its home node.

The home node associated with a slot can changenglahe operation of the network, so
more slots can be assigned to high capacity nodes.

2.2.3.3 Quiality of Service

As the bandwidth of connections in DTM can be anyltiple of 512 kbps, the primary
performance measure in DTM is the bandwidth of gdmanection. In the basic protocol of
DTM, there is no statistical multiplexing betweeommections, i.e. a connection uses its whole
bandwidth up to the peak. So - with ATM terminolopdTM96] - there are constant bitrate
connections (CBR) in DTM. The allocated bandwidthncbe renegotiated during the
connection, so to refine our naming, DTM connecsioare dynamic constant bitrate
connections (dynamic CBR).

In the basic DTM protocol [BLR96] rejection poligean also be used to distinguish between
connections. Rejection policy is used when a node ot allocate the resource requested by
its host. There are three different rejection sgits [BLRO3]:

- Fixed: The node rejects the connection immedyafevailable resources are not enough,
and signals it to the host.

- Flexible: The connection is set up with resourties were available. If the host does not
accept the offer, it can remove the connection.

12
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- Negotiated: A negotiation takes place betweernbst and the node to decide if the
connection should be set up.

In the case of the negotiated policy, there is aimum acceptable bandwidth parameter. The
network rejects the request if the allocated resesrare below this parameter.

Chapter IV proposed slot level multiplexing stragsyusing priorities. In those proposals,
QoS classes are separated with priorities.

2.2.4 DTM Enhancements

There are a number of DTM features that have besretbped since the implementation of
the first DTM prototype [BLR93, AH93, Kar93]. Theflowing enhancements are introduced
in this subsection:

- Fast Channel Creation

- Fast Channel Establishment over Several Hops
- Dynamic Signaling

- Virtual Networks

- Slotreuse

- ParallelDTM

2.2.4.1 Fast Connection Establishment [LB94]

In case of long distances confirmation based prokocare not effective because the
propagation time of the acknowledgement messagmoidong. Fast channel creation is a non-
confirmed connection set-up method. Data is sergallly after theDCP announcenessage,
without waiting for theattach message. The advantage of this solution is thatsit-up time
of unconfirmed connections are shorter with the blewof the propagation time between the
sender and receiver. Its disadvantage is thatebeiver can not reject the connection without
data loss or buffering at the sender side.

This solution operates as a packet switched netwbhie announcemessage can be thought
of as the packet header, the data as the paylodldegpacket, and theemovemessage as the
packet trailer.

2.2.4.2 Fast Connection Establishment over Several Hops [LB94, Lin96]

The other procedure that slows connection estatigsit down is slot allocation. In case there
are a number of switching nodes between the seadérthe receiver, the usual procedure of
the set-up is the following:

When a switching node receives announcemessage one of the connected dual-buses, it
first tries to allocate the requested number ofslon the other dual-bus. If the allocation was
successful it sends an announce message to thesméixthing node along the path to the
receiver.

Fast connection establishment over several hopslaates this procedure. Switching node
operating according to the improved protocol semdmediately a special message (DCP
create) to the next hop after it receives a reqP§IP create) from the previous hop without
allocating the slots for the connection. TRanouncemessage is sent in the same way as it

13



was in the previous version: when the node receitiesannounce message from the previous
switch and the slot reallocation is successful. Bdeantage of this solution is that switching
nodes along the path can allocate slots parallel M connection.

2.2.4.3 Dynamic Signaling [Lin96]

In the prototype the number of control slots wasistant during the operation of the network.
Dynamic signaling allows nodes to change the nundfeheir control slots. Nodes therefore
can use the optimal number of control channelssT$ia very important feature because if the
signaling capacity is insufficient it effects theeformance of the node significantly. On the
other side too many control slots degrade the penince because the bandwidth of unused
control slots is wasted.

Nodes with low signaling requirements share onende& using frames. Each node uses on
slot in a frame, in other words it has access wpatrol slot in every M cycle, where M is the
number of cycles in a frame. In M is equal to 8 tepacity of the signaling channel assigned
to one node is 64 kbps instead of the 512 kbps ciéyaf the whole DTM channel.

2.2.4.4 Virtual Networks [Lin96, whp99b]

Virtual networking, or building several logical mebrks on a common physical network is
supported by changing the operation of control ctes In DTM virtual networks, signaling
messages are not broadcasted, they are directéabs®erved by) nodes that belongs to the
same virtual network. The extreme case of virtuatworking is a point-to-point control
channel between a server and its client.

2.2.4.5 Slot reuse [Ram96a, Ram96b]

Slot reuse is a means to better utilize multiplecegs synchronous systems. It allows
physically non-overlapping connections to use e slots for communication.

Figure 2.2.5 presents the map of connections (witky). Nodes in the order of physical
location are shown on the horizontal axis, and slws are displayed on the vertical axis. For
example there is a connection between node 1 awi@ fothat uses slots 1, 2 and 3. Without
slot reuse the connection between node 10 and d&deould not be able to use the same
slots.

Slot reuse is implemented in hardware in most @f ¢ither technologies like DQDB [MS97],
CRMA-II [ALS94], ATMRing [WR97, RW96, IHK90, 1IK94]and Metaring [CCO92]. DTM
provides a software solution by extending the blécken format. Control messages include
the segment information (physical part of the buetween two nodes) along with the slot
number dimension when reallocating slots, estaivigshnd releasing connections.
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Slot

1 5> Nod

Figure 2.2.5 - Slot reuse

2.2.4.6 Parallel DTM [BL95,Lin96]

Another way to increase the performance of a DTNk is to parallelize its operation. In
[BL95, Lin96], the use of wavelength division mudtexing (WDM) and space division
multiplexing (SDM) is shown. In the examined implentation it was assumed that a node
could send on one frequency (or physical fiber D\N®) and receive on all of them. To type of
nodes are used: partially equipped and fully eqgegmodes. A partially equipped node can
only receive on a subset of frequencies (or phydibars in SDM) simultaneously while fully
equipped ones can listen to all of them. The usafgartially equipped nodes introduces
destination conflict. That is, a call is blockeddaeise the receiving node is the receiver of
another connection that uses the same slot on andtbquency (or physical fiber). So a
connection can be blocked even if the sender clacate the necessary resources.

Similarly to slot reuse, in case of WDM networksethvavelength can also be reused in
physically non-overlapping segments of the netwolkn96] discusses the performance
issues of all aspects of parallel DTM.

2.2.5 Interoperation [Hid96, whp99a, Hol98]

As DTM is connection-oriented technology that camyide very high speeds, it has many
common features with ATM. Due to its connectionestied operation, a special protocol is
required to interconnect it to broadcast based ipleltaccess networks (like Ethernet, Token
ring and FDDI). Two protocols are presented h&&M LAN Emulation and IP over DTM

2.2.5.1 DTM LAN Emulation

The operation of DTM LAN Emulation (DLE) protocaos$ ivery similar to that of ATM LAN
Emulation [FM96]:

- Itallows DTM to be used as a bridge betweeneliént segments of an Ethernet network
- and it integrates Ethernet and DTM nodes in tame local area network.

The basic elements of DLE are DLE server (DLES) &icE client (DLEC). Their function
corresponds to that of LES and LEC in ATM LAN Emtitan [SM98, Min96].

When the DTM network connects Ethernet segmentbeieiet gateways are required at the
border of the DTM and Ethernet networks. The operahas the following steps in this case:
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- When an Ethernet frame arrives to an Ethernetway/, the DLEC function in the
gateway looks at the destination address of thexéra

- Ifitis a broadcast address, the DLEC forwarls packet (on a DTM channel) to the
DLES for broadcast.

- Ifthe destination is at the same Ethernet segrasrihe gateway, it does not have to do
anything with the frame.

- Ifthe destination is not at the local Ethernegment, DLEC looks its table for the DTM
address of the gateway that belongs to the destimat

- Ifthere is and entry, the gateway forwards ttaeket.

- If the DLEC does not know the address it sendd&C-to-DTM address resolution
request to the DLES, and when it receives the ré@gyilds up a DTM connection to the
destination DTM address.

2.25.21P over DTM

IP over DTM — similarly to IP over ATM [rfc1483, of1577, SM98] at ATM protocol - is
aimed to specify how IP packets are transferrecbough a DTM network. Its operation
consists of two levels.

First, there is a conventional IP network. Routarsd their DTM connections define the
structure of the logical network. IP packets areanfarded from router to router (hop-by-hop)
until they reach the router connected to the sulwi¢he destination. Each router has to look
at the network layer destination address of eaatkptaand choose where to forward it. This
store and forward operation requires high procegs@pacity at routers and is not able to
guarantee low delay and delay variation needs dfd®s.

Consequently - as the second level - a protocalvedl the establishment of shortcut DTM
connection between sender and receiver nodes. tkavat the presence of the following
conditions:

- the application signaled its QoS demand so thateds a dedicated (shortcut) connection
between the sender and the receiver

- the router detected a large flow, and the IPOBtayn establishes a direct DTM
connection to its destination.

The operation of shortcut establishment is veryilsimo that of Multiprotocol over ATM
(MPOA) standard [MPOA]. The main difference is tH& over DTM does not rely on the
concept of emulated LANSs.

IP-to-DTM address resolution, which is needed dgrshortcut establishment, is based on
Next Hop Resolution Protocol (NRHP) [NHRP].

The IPOD system has three types of nodes:
- IPOD client

- IPOD router

- IPOD border router

The IPOD client node is directly connected to th& D network. It is an end node without
any routing functionality. It has direct connectitmone or more IPOD router where it sends
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the packets for hop-by-hop forwarding. It decidelsen to create shortcut for a flow. It also
contains an NHRP client to request for NHRP addresslution.

The main tasks of the IPOD server are packet fodiay and exchange of IP level routing
information using standard routing protocols (e@SPF, BGP). As it has also NHRP server
functionality, serving IP-to-DTM address resolutimguests is also its task.

The IPOD border router is an IPOD server with addigl functions. It is connected to non-
DTM networks. It handles shortcuts on behalf ofsbametworks.

Finally, Table 2.2.1 presents a functional compami®f DTM LAN emulation and IP over
DTM:

OSl layer Applicable network main purpose
protocols

DTM Operates at layer 2; all integration of DTM with
LAN deals with MAC Ethernet networks
Emulation addresses
IP  over| Operates atlayer 3 only IP interoperation with non-
DTM deals with IP DTM networks

addresses

Table 2.2.1 — Comparison of DTM LAN Emulation arfél bver DTM

2.3 Performance Studies of DTM

This section covers the most important publicatioested to DTM performance analyzes,
which is the background of the performance studgttto be presented in Chapter Ill. As
Chapter 1V is devoted to the analysis of multipleximethods in time division multiplexing
systems, which is not directly related to DTM, tledated literature will be discussed there.

The most extensive performance studies of DTM waaegied out based on the basic channel
allocation protocol (i.e. without WDM and slot rez)dBLR96] with dual-bus topology. Most
of the studies analyzed the aggregate throughpdittaerage access delay.

[BLR96], the first performance study of DTM focusea the effect obverloaded signaling
and data capacity The traffic model of the simulations was simpleansfer requests were
generated by Poisson processes and source andnat&sti addresses were uniformly
distributed. The slot allocation method was digtited using status tables and closest first
request order during retry.

It was shown in [BLR96] that there is no break-dowmrthroughput and access delaiyhigh
offered loadsf there isenough signaling capacitylhe lack of signaling capacity, however,
resulted in large performance degradations:

- When the network was loaded with short but fregusonnections (1kB data transfers),
the throughput decreased, and access delay increlaeatically above 0.4 offered load.

- When the limit on channel reallocation retriessimacreased to 20, the same effect was
observed at less frequent calls (16kB data tras¥fer
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The effect of distance on performance was alsoistlidt was found that below a bus-length
of 100 km, the performance is independent of the-taingth. At a bus-length of 2000 km the
throughput decreased, and the access delay incrsaggficantly.

The paper used a traffic model (Poisson arrivahstant holding time) that is not applicable
for bursts of real data traffic. Poisson arrivabpess is less bursty than the arrival process of
bursts in a real network is. Therefore, performanesults presented in the paper are too
optimistic (see later in Section 3.4.3.2).

The fairness of the used channel allocation procedmas not studied in the paper at all,
therefore, the main weakness of the used algoritimained hidden for the reader.

[Boh96] focused on the performance wdctangular topologies The effects of different
factors like processing, control and data capadiistance of nodes; and number of nodes.

[Boh96] also gave a short performance studystdt allocation techniquesin DTM. It
compared the centralized slot allocation to threstributed slot allocation techniqueSlosest
first, Most slot firstandBroadcastistributed slot allocation algorithms (all witlesus tables)
were simulated. It was shown that at large bus4lerige Closes firstalgorithm had the best
performance. The arrival of connection requestsenerodeled with Poisson process for
smooth sources, and with two-state Markov ModulaRmisson Process (MMPP) [GH85,
Kle75] for bursty sources [JR86, PF95].

The assumption of the paper, namely having a netwath regular rectangular topology is
very specific, and the performance results are hardpply to a real scenario. The paper did
not considered fairness, which is a very impori@spect of channel allocation.

[CN98a] and [CN98b] also analyzed the performanta ®TM dual-bus with slot allocation
algorithms using status tables.

[CN98a] presented aanalytical model for DTM access nodesbased on the multi-rate
Engset model. The mathematical model provided atimese for the access blocking
probability of DTM nodes in ideal conditions.

The model used in the paper provides valuable tesmhen theduration of the connection
set-up timeand theload of signaling trafficare negligible. As these are two of the main
differences between channel allocation algorithths, presented model hides all differences
between channel allocation methods, and can netdpdied for their comparison.

[CN98Db] carried out a simulation study to compaeattalized and distributeslot allocation
methods A new factor, not studied in [Boh96], was exanmdné¢herequested bandwidth of
connections Both the algorithms and the model assumptionsewaalopted from previous
studies.

[Ram96a] and [Ram96b] gave a performance study diMDnetworks using spatial
bandwidth reuse Both central and distributed slot allocations eieonsidered. The effect of
bursty traffic, distance of nodes and length oinsfers were simulated. It was shown that in
most of the cases slot reuse improves the througbpthne network with a factor of two.

To develop afair spatial bandwidth reuse algorithm in dual-bus ratkg is a very hard
problem (see for example: DQDB [MS97]). The aspakctairness was not addressed in these
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works. That is, the results of a potential fairnestsidy might completely change their
conclusions.

In [Lin96] various performance aspects jpdrallel DTM were studied. Bursty (MMPP) and
Poisson sources, unicast and broadcast connectiisisiputed and centralized slot server,
sender and receiver blocking, partially-equippedd afully-equipped nodes were also
simulated.

Although fairness was not studied in detail in [28], it was mentioned that due to receiver
blocking the network is inherently unfair.

None of the previous performance studies of DTM \pded conclusions about fairness,
therefore my contributions are the first ones iis threa.

Most of the papers dealing with channel allocatioathods compared the centralized and the
distributed methods. Comparison of different distied slot allocation methods was
addressed only in [Boh96], so this aspect of thesditation is also a novelty in the DTM
literature.

Therefore, the main objectives of the dissertatiwhich are related to call level analysis, are
not addressed by these performance studies.
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3.1 Introduction

This chapter is devoted to the performance anatysghannel allocation algorithm of DTM.

The basic methodology of the performance analysisbe presented in this section is
simulation. Measurements were not carried out du¢he lack of DTM devices. | did not

analyze channel allocation algorithms with matheocsht means because it would have
required significant simplifications [CN98a], whicare only applicable to an ideal DTM

system where the delay of channel allocation isozéfhe main focus of my work is the

comparison of different channel allocation methodsere this ideal operation can not be
assumed because the main difference between theidssad algorithms is in the channel
allocation delay (set-up time).

As stated among the objectives of the dissertatina of the goals of this work is to propose
new channel allocation algorithms to improve th@megate performance characteristics and
the fairness of DTM networks. | proposed two mimapdifications to the channel allocation
algorithm, which is used in the DTM prototype impientations in [J2] and [C3]. These
variants are analyzed in Section 3.4. | also pragbs new algorithm, which is called
smoothing algorithm in [J2] and [C1]. It is analgké Section 3.5.

The variants of the algorithm used in the prototypglementation are analyzed in two steps.
First, a fairness study is presented, which requitlee analysis of per node performance
characteristics. Then the aggregate performanana@yzed. The main achievement of this
section is the result of the fairness analysis.

A common drawback of the algorithms analyzed in tiec 3.4 is that there is significant
difference between the performance of nodes witlifedént traffic load. The main
achievement of smoothing algorithms, which are msgd to enhance the performance of
channel allocation, is that they are able to carthis undesirable property.

Before presenting the results in Section 3.4 arld 8n overview is given in Section 3.2 about
the simulation platform developed for DTM networkHHSNLab. The model of the simulated
DTM network, which includes three network loadingofiles and two source models, is
described in Section 3.3.

3.2 Simulator

3.2.1 Overview of the Development of the DTM Simula  tor

As our goal was to evaluate the characteristicstred DTM network and develop new
algorithms and operation methods, we decided tcetbigva DTM simulation in 1996. There
was no available simulation environment for us ttiate, so a completely new environment
was developed in C++. There were many versionshef simulator and it was completely
rewritten two times.

The first version of the software was designed BpbGr Szabd and me, and was implemented
by J6zsef Molnar and Akos Eédi. The input was read and the output was writtefiles, the
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code was written in ANSI C, so the program was seucompatible across many platforms.
Practically, two platforms were used: the developimegas in MS-DOS operating system and
the simulations ran on a Linux machine.

Later, J6zsef Molnar and | made the continuos inweroent and development of the software.
In 1997, the simulator was rewritten to support arm sophisticated node and bus model
(supporting input and output queues, exact propagatelay calculation etc.). More and more

variants of the existing channel allocation algomits and also new ones were implemented.
The code was also optimized for speed (by improwimg operation of the scheduler of the

global event queue).

The third version of the software intended to impeahe user interfaces. The program was
moved to Windows95/NT platform and a graphical uségrface was added by the support of
Visual C++. Now, there is no need to directly edhlie input configuration files. All
configuration parameters can be set using a usemnety GUI.

The development of the user interface has notlimisyet. Now, the simulator generates a lot
of verbose output files that need to be furtherqassed in e.g. Gnuplot or Microsoft Excel to
obtain the final graphs and tables.

All versions of the simulation software have objectented design, and have a global event
gueue for intra-node and inter-node messages.

3.2.2 Modeling Assumptions

This section summarizes the main assumptions, wiierdevelopment of the simulator was
based on. The models of the DTM system are discigsehree groups. First, it is clearly
stated, which DTM variant was implemented in thenglator from the family of DTM
systems. Then the model of nodes follows. Finalye models of hosts — which are seen as
traffic generators here — are described.

3.2.2.1 General Model

The simulator is tailored to the main focus of mysk, namely to the study of channel
allocation methods. This topic is too broad, therefthe studied system has the following
properties:

- Only one node can reserve a given slot a givereti That is, spatial slot reuse , which was
presented in Section 2.2.4.5, is not implementetthésimulator.

- Signaling capacity is allocated to nodes stalycal 512 kbps steps. That is, base frames
and dynamic signaling, which was described in Setf#.2.4.3, is not considered.

- Both set-up and release messages need acknoweshgeThat is, fast channel creation,
which was introduced in Section 2.2.4.1, is not lempented.

- Wavelength division multiplexing, which was digsed in Section 2.2.4.6, is not used.

These properties of the general model of the sitoulare based on the DTM model published
in [BLR9G].

The most extensively studied topology of DTM netk®ris the dual-bus, therefore the
simulator is also based on dual-bus. The numberoafes and the number of hosts connected
to a node, and the distance between nodes cantitesay.
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3.2.2.2 Node Model

A proper node-model is necessary to analyze theragjpa of the network in the case of
overload situations. The node model of the simulatmn be seen in Figure 3.2.1.

If processing capacity is overloaded then messagasng for the node processor are stored
in input control buffers. If control capacity is @olow, output control buffers are needed to
delay control messages until free control slotsarailable.

Host

T
Setup requests

Node
Input control
Y g buffer
B t —»
'
U 0
S |
A
4—m AL
g Output control
a buffers
4—§ AL

Figure 3.2.1 - DTM node model

The following assumptions are made on the parameattthe elements of the node model:

- In order to avoid overflow of input buffers, theshould be large enough to store control
messages arrived within a few cycles.

- Based on the assumptions in [BLR96], we also assuhat the processing time for all
control messages is the santes)

- Each control message could be transmitted imglsitime-slot (64 bits).
- One control channel belongs to each node.

In order to keep even a congested node in operatimessage dropping and call blocking
mechanisms have to be applied at the node. Thewitig rules are in effect independently of
the used channel allocation algorithms.

Control messages from other nodes that requirepdy feonnection set-up request, channel
request, connection release request, backgrounghehallocation request), or necessary for
the node to continue its operation (connectiongetreply, channel request reply, background
channel allocation reply) are never dropped evethef input buffer overflows. If these types

of messages were discardible, only time-outs wosddve the problem of closing broken

channels, which should be avoided in a high-spestavark.

Control messages from other nodes that don't reqaireply (e.g.: status table updates) are
dropped if the input buffer exceeds a given vali&ough it causes small inconsistencies
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(e.g.: in status tables), it does not set backdperation of the nodes while the number of
messages waiting for the node processor is deatlease

Auxiliary messages sent to all other nodes (egtus table updates and balancing messages)
are dropped if the output buffers exceeds a givalue. This reduces the congestion in the
control capacity, while it causes only a small insstency in the operation.

Set-up requests from a local host are blocked imatety, and they are not passed to other
nodes, if the output buffer exceeds a given vallieis rule moderates the congestion in the
signaling capacity as well.

If the output buffer of an initiator node overflowthe calls being set up are blocked, if the
node tries to send a connection set-up requeghisrcall.

3.2.2.3 Host Model

Hosts are the traffic generators in the simulattir.is assumed that a host generates
connections according to a given process with tlene parameters during the whole
simulation period. The distribution of three parasrs can be configured for each host:

- the interarrival time of connections; It can be
- the time between the end of a connection andbiéxginning of the next one
- or the time between the beginning of two sucoessionnections

- the holding time of the connections

- the bandwidth of the connection

The simulator allows using many kinds of distribaris. The distribution of the host
parameters depends on the applied traffic moded détailed traffic models will be described
later in Section 3.3.2.

It is assumed that the duration of a host-node camication is negligible. The connection
set-up times do not include the delay coming froostito-node messages.

3.2.3 Implementation

The simulator is designed with object oriented noetblogy. The main reason for using

object-oriented design is that it is able to copighvhigh level abstraction of real elements of
the communication like bus, node, host, connectma control messages. These network
elements are mapped to Bus, Node, Host, Call anehEgbject classes. Several other object
classes are defined in the program, [Mol98] incleitteeir detailed description.

The simulator is based on event driven operatidmatTs, there is a scheduler, which ensures
that the next event (e.g. control message) is adwaynoved from the list of waiting events
and its action is executed. The action of eventsallg generates new events, which are
inserted to the event queue according to theirchetd time-stamp. The time-stamp of an
event show the time when the action of the evemixiscuted.

The simulation program makes it possible to studsious features of the network. There is a
list below with the characteristics written to outfiles:

23



Values logged for each node separately for boteations:

- number of blocked and served connections

- average and maximum connection set-up time

- average and maximum queuing delay in the outpuitdrs

- number of connections that experienced a giveminer of channel reallocation retries,
separately for succesful and blocked calls

- probability mass function of free channels

- average number of free and used channels
Values logged for each node:

- average queuing delay in the input buffer

- number of lost status table update messages
Values logged for each host:

- number of blocked and served connections

The simulator is checked thoroughly for errors. Hmaulator supports two tools to simplify
this process.

- An output file can be generated where there listeof all events related to a given node
with the state of the node in the delivery timetbé event. This tool is useful to test the
implementation of new channel allocation algorithms

- Another output file can be written with the geated random numbers (for interarrival
time and holding time). The statistical parametefrthe random number generators can be
checked with this file.

To test thecorrectness of the initial modéhere are many characteristics of nodes and hosts
that can be logged [Mol98].

3.3 Network Model
A DTM dual-bus contains nodes and hosts. The nelwoodel to be described has two parts:
the network load profiles and the host models.

- Host models characterize the call level propertétraffic sources. Interarrival time,
holding time and requested bandwidth are the tloleacteristics used in host models.

- Network load profiles define how hosts are distried along the network. The number of
hosts connected to each node and destination afexiions generated by hosts are the
main parameters of the network load profiles.

It is assumed throughout the dissertation that@fiéVl dual-bus has 622 Mbps line speed in
both directions, so 1200 data slots are availabiglie channel allocation algorithms.

The next sections present three network load prsfind two host models.
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3.3.1 Network load profiles

A great part of the following sections studies tfagrness of DTM networks. It is hard to
interpret fairness in an environment where the lo&aetwork nodes different. To avoid this
problem, during the fairness studies the analyzedies generate calls with the same statistical
parameters regarding both the arrival intensity ahé holding time distributions. To
emphasize the characteristics of the dual-bus, kewst is allowed that nodes share their
calls differently between the direction of the ddmls. Consequently, even though the load of
the dual-bus is even, the load of one directionhef dual-bus can be uneven.

Based on these concepts, three basic network loafilgs are proposed in this section. All of
them can be associated with a real network scendre load of a real network can be
obtained as the superposition of the described agtwoadings.

The first traffic profile, called external traffiprofile, assumes that nodes communicate with a
node at the end of the bus. The second one, sedallient-server traffic profile, gives a
scenario where nodes communicate with a node inltlle part of the bus. According to
the peer-to-peer profile all nodes communicate \altiother nodes attached to the same dual-
bus.

The following subsections give a detailed descoptabout the network scenarios. Most of
the simulations were based on a dual-bus with 16@es that is why this number is used
throughout the description.

3.3.1.1 External Traffic

The first network scenario considers connectionsxirnal nodes.

A complex DTM network consists of many connectedadbuses. Two dual-buses are
synchronized by a switching node, which is attachedhe end of both dual-busékin96,
Boh96]. The interest of this work is a single dumls, therefore a connection to a host outside
the simulated dual-bus is modeled by a connectiontlie switching node. Blocking
probability and set-up delay of a real external wection are higher because here only the part
of connection blocking and connection set-up dedéfigcted by the conversations between
nodes on the observed dual-bus are consideredrédts, however, can be used to compare
the characteristics of the nodes. The relative @slof the main characteristics are enough to
examine the fairness of the dual-bus network.

It is assumed that hosts initiate bi-directionaithievel connections to the switching node. A
bi-directional connection should be set-up as twadirectional connections at the DTM
access control level. The backward direction of tmnections, where the initiator is the
receiver, is replaced to a unidirectional connettietween the same hosts and with the same
direction but with sender initiation. According tthis replacement 99 virtual hosts are
connected to the switching node. The simplified ralad:

- 1 hostis attached to each node except the smgcohode and it generates connections to
the switching node at the end of the bus

- 99 hosts are attached to the switching node awh ®f them generates connections to one
of the hosts attached to other nodes.

The statistical parameters of the hosts are theesam the intensity of the switching node is
99 times higher than the intensity of the other ne
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The offered load of the unidirectional buses carsben in Figure 3.3.1. Nodes have the same
offered load on bus 0 (going towards the switchigle) except the switching node, which is
idling. On bus 1 only the switching node reservlamnels.

This is the very basic load scenario from fairngssnt of view, because the load of the
unidirectional buses is also evenly distributed.
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Figure 3.3.1 - Offered load in the external trafficenario

3.3.1.2 Internal Traffic - Client-Server Model

The second network scenario considers connectietwsd®en clients and a server.

A large part of the traffic in a LAN is directed tihe server. In this model, it is assumed that
this is the only traffic type in the dual-bus.

Because of the physical properties of the dual-lths,maximal throughput of a node in the

middle of the dual-bus is twice as much as it igla end of the bus. Therefore the optimal
place for a server is the middle part of the duakbApart from this fact, the traffic scenario is

like in the case of the external model. If the rwee-initiated parts of the connections are
substituted with similar but sender initiated coatiens between the same hosts, the
following hosts are needed:

- 1 host is attached to one client node and theyegate connections to the server in the
middle of the bus

- 99 hosts are attached to the node of the seméreamch of them generates connections to
one of the hosts attached to client nodes.

The statistical parameters of the hosts are theesamthe intensity of the node of the server is
99 times higher than the intensity of the nodesremted to client hosts.

If one has a look at one of the unidirectional bsige the client-server set-up, it can see that
half of the client nodes generate with the samenfmero) intensity and the other half of them

are idling. The offered load of the server directedthis bus is 50 times higher than the load
of the sender client nodes.

As it can be seen in Figure 3.3.2 the load prodifehe bus in the other direction is the same
but mirrored.
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Figure 3.3.2 - Offered load in the client-serveaftic scenario

3.3.1.3 Internal Traffic - Peer-to-Peer Model

In the case of peer-to-peer model there is no gpexde. Each node has 99 hosts. Each host
generates unidirectional connections to one of hwsts attached to another node. The

destination node is different for each host of alaoThe traffic parameters are the same for

every host along the dual-bus.

The traffic profile of the unidirectional buses che seen in Figure 3.3.3. If only one of the

buses is considered the offered load of the nodgsaportional to the distance from the end
of the bus.
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Figure 3.3.3 - Offered load in the peer-to-peeffitescenario

3.3.2 Host Model

In our model hosts are traffic generators. Mostlwd simulations used a bursty traffic model
as current data traffic has bursty characterisf€896, KA97]. The model of traditional

networks, the Poisson model [Gir90] is also used ifew cases to examine dependence of
performance on burstiness of traffic.

The host models define the distribution of threamtteristics in both cases:

- interarrival time, which is the time between tbennection set-up requests
- holding time, which is the duration of a connexcti

- bandwidth, which is the bandwidth reserved foe ttonnection
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Both in Poisson model and in the bursty model alsts initiate bi-directional point-to-point
connections and they require the bandwidth of ohanoel in both directions. That is, the
requested bandwidth is deterministic and its vatug12 kbps.

3.3.2.1 WWW Model

The traffic model of the bursty traffic is based time analysis of World Wide Web traffic.
The burstiness of the WWW traffic at the connectiewel is due to the operation of the
current version of the HTTP protocol (http 1.0) jpit The protocol establishes a separate
TCP connection for each object on a http pageotfdxample there are 5 graphics on the page
then 6 TCP connections (1 for the body text andob the graphics) are used. It introduces
burstiness into the traffic because the interatriime between page downloads depends on
the reaction time of the user (typical greater thans) and interarrival time between
connections for the objects of the same page dependhe protocol.

The analysis of Web traffic showed that the useétiated TCP session arrival process could
be well modeled by Poisson processes like in otadsielephony [PF95]]. However, the
Poisson process cannot be used for modeling thvaarof WWW requests because it
contains several non user-initiated requests. S¢\s&tudies suggest the use of long-tailed
distributions such as Weibull or Pareto distribugofor modeling the arrival process of
WWW and for estimating the size of requested docoimgCB96, Den96, Vic97]. The

WWW host model is based on these studies.

The inter-arrival time of the WWW requestX)(is modeled by a Weibull distribution given
by the probability density function

£ (x) = A2 b te e (3.3.1)

where the parameteps and the parametertdepend on the generated traffic profile.
Analytical studies of arrival process of WWW reqteesuggested the use of paramemfé

[Den96]. With this value the mean of the inter-aalitime is
E(x) :76 (3.3.2)

The holding timeT of a request is modeled by the Pareto distributioven by the probability
density function

f(t) =f:—+l (3.3.3)

where the parameter is chosen to de 19. The parametek depends on the assumed mean
size of the files to be transmitted.

The mean holding tim& of a requested connection is

Ef)=—7 « (3.3.4)
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The parameters were selected based on the anafysisasured WWW traffic [Den96].

3.3.2.2 Poisson Model

The second type of host model assumes that DTM @t generated according to a Poisson
process [Gir90] with exponential holding time dibtrtion. The exponential distribution is
given by the probability density function

f(t) = e (3.3.5)

The mean of the exponential distribution is

E(t) :% (3.3.6)

3.4 Characteristics of Set-up Time Channel Allocatn Algorithms

3.4.1 Description of Set-up Time Channel Allocation Algorithms

In the basic distributed channel reallocation aigjon of DTM [BLR96], nodes maintain a
status table about the amount of free channelstioéronodes. Nodes update their tables from
messages captured from the control slots. The adtration of status tables is a low priority
task for nodes, therefore tables might be outdalethe signaling load of the DTM bus is
high or the processing capacity of a node is owadled, its status table becomes outdated. In
this work two models are applied regarding proaggsind signaling capacity:

- Inthe first model, it is assumed thsignaling and processing capacity does not cause
bottleneckand nodes send out status table update messtigesach change.

- Inthe second model, it is assumed that themeoisignaling capacity for status table
update messaggese. status tables are useless. That is, nogds et free channels from
others without any apriori knowledge.

3.4.1.1 Using Status Table: KTH-S algorithm

It is assumed in this algorithm that there is enbsgnaling bandwidth and processing power
to keep status tables up-to-date.

The details of the operation are the followings:

There are two connection set-up methods: one fa thse where the initiator of the
unidirectional connection is the sender (it candadled write request) and one for the read
request case where the initiator is the receivahefdata.

a, Sender is the initiator (write request)

If a host wants to send data to another host,quiees a connection with M channels from the
connected node. The node first checks its locallposee if it has enough channels to satisfy
the request. If so, it immediately sends a conmgcgstablishment message to the destination
node. Otherwise, if it has only N free channels vehBl<M, it sends out reallocation messages
requesting M-N channels. The node first sends aiestjto a node, which has free channels
according to the status table. The node that resethe request for K channels and has an
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amount of J free channels will always offer min(),khannels. If the node transferred J
channels (J<K), then the requester node sends llcation message to another node with
free channels, and so on. The requester node samdequest messages until all nodes with
free channels are asked or the number of retriashes a limit (retry limit) or the necessary
number of channels is collected. If this last osdhie case, the node sends a set-up request to
the destination node. After acknowledgement arrifvesn the destination, data transmission
can start immediately.

b, Receiver is the initiator (read request)

The node of the initiator host forwards the conmattrequest to the destination node. This
node, which will be the sender within the connentiallocates the required number of
channels according to the above-mentioned procedfter channel reallocation is finished it

sends a positive or negative acknowledgement toitii@tor node, and so it can start

transmitting data.

This procedure is almost the same to the previous. @he difference is that not the initiator
node is responsible for channel reallocation.

During the simulations, three request orders whased. They are described in the next
subsection - in Section 3.4.1.2. The algorithmsoadag to the request orders are referred to
as KTH-S-CF, KTH-S-LR and KTH-S-RA.

Now we finished the description of the connecti@t-ap procedure of KTH-S algorithm.

3.4.1.2 Without Status Table

According to the model where it is assumed thatehieno signaling capacity for status table
update messaggeshe sequence of nodes at channel request andvahe of retry limit
become more important. Three possible algorithnggureing the order are examined. KTH-
CF algorithm was proposed in [BLR93, BLR96]. | praged KTH-LR in [J2] and KTH-RA in
[C3]. The description of these algorithms can berfd below.

Closest First : KTH-CF algorithm

In the KTH-CF (Closest First) algorithm operateséd on the closest first rule. An additional
rule is also applied to balance the signaling laaenly between the directions of the dual-
bus. The resulted operation is the following:

1. The requester node first chooses one of thectdors randomly (bus0).

2. The first node to be asked for channels isdlwsest downstreamode on busO.
3. The second node is tlobosest upstreamode on busO.

4. The third node is thelosest (and not requested) downstreaode on bus 0.
5. And so on.

Logical Ring : KTH-LR algorithm

In the KTH-LR (closest first on logical ring) algthm nodes are ordered into a logical ring.
The order of channel requests is based on theilmtat the ring instead of the bus.

If channels need to be requested, nodes always ttakelosest not requested neighbouring
node along the ring. The order can be determinesktan the same rule - closest alternating
between upstream and downstream directions -\@astin KTH-CF, if we redefine the words
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closest and distance. Here distance of two nodexsjisal to the number of nodes between
them stepping on the logical ring. With this distendefinition nodes take the closest node
first when asking for free channels.

The ring is constructed so that the second neighibguinodes on the bus are successive nodes
on the ring except the edges of the bus. The twighi®uring nodes of outer nodes on the
ring are the first and second neighbours on the. BMg&h this choice the average physical
distance of ring neighbours is minimal. The struetis illustrated in Figure 3.4.1.

:

Node 0 Node i Node i+1|

|

Node N-1 Node N-2

. - oy Y 7  w_ -

Figure 3.4.1: Logical ring structure

Random : KTH-RA algorithm

In KTH-RA (random order) algorithm nodes choose thext node randomly to ask for
channels. The only restriction is that a node carabked once during the channel reallocation
for one connection.

3.4.2 Fairness Study

This section is about the fairness of set-up tinmarmel allocation algorithms, which were
described in Section 3.4.1.

The first subsection of fairness study introduche methodology, where the definition of
fairness (used in this work) and the confidenceeiiméls of results can be found. Then in
Section 3.4.2.2, the effects of the bus-length affdcts of synchronization of the directions
of the dual-bus are highlighted.

Then six sections follow where different scenarere analyzed. All network load profiles,
which were presented in Section 3.3.1, are evatliatewo bus-length settings.

First, in Sections 3.4.2.3-3.4.2.5, three scenar@enging to the short-bus case are described.
Then, in Sections 3.4.2.6-3.4.2.8, scenarios betantp long bus-length are presented. The
order of the description of scenarios is chosethst homogeneous bus-load (external profile)
is presented first, then more complex profilesdotiserver and peer-to-peer) follow.

3.4.2.1 Methodology

Definition of fairness

Fairness is a dubious concept, which has severanings depending on the context. To
avoid misunderstandings a definition is describedehwhich shows the usage of this word in
the dissertation:
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A network is not fair if the differences of some sp ecific performance characteristics of
nodes, which are loaded with the same type and amou nt of traffic, are above some
acceptable limits.

As fairness analyzes are usually based on the vismparison of performance results, this
definition might be sufficient. However, | aimed provide quantitative results, which allow a
more exact definition of fairness. The Jain faimaadex [Jai9l] is a good quantitative
measure for fairness, therefore it is used for fhuspose in this work.

If we denote the observed characteristics of no¢et-up time or blocking probability) by,
and the number of nodes Bythen Jain’s fairness index can be calculated as:

N-1 )2
=)
i=0 (3.4.1)

fJain = N—

1
N (x)°
i=0

If the performance of the nodes is the same thenitldex equals to 1. The less fair the
network is the closer the index is to 0. Jain'sf@ss index reflects the number of nodes in
unfair situation as well as the amount of differeadJCH84]. However, because the index of
all systems should be mapped into the [0,1] intértas very hard to define the limit between
unfair and fair operation based on the Jain index.

To make interpretation of the index easier let alsetan example. Let us assume that there are
two groups of nodes. The observed performance cheniatic is the same for nodes within
each group (denoted b and x;). The characteristic of the first group is higheith d
percent than that of group 2i(= (1+n/100)x,). The first group contains percent of the nodes
(N:=Nr/100; No=N-N,). The fairness index of this system depends omynoand d. Table
3.4.1 shows the index for the network with the ab@ssumptions at differentandd values.

d=15% d=20% d=25% d=30% d=35% d=40% d=45% d=50%

n=2% 1 0.999 0.999 0.998 0.998 0.997 0.996 0.995
n=4% 0.999 0.998 0.998 0.997 0.995 0.994 0.993 0.991
n=6% 0.999 0.998 0.997 0.995 0.993 0.991 0.989 0.987
n=8% 0.998 0.997 0.996 0.994 0.992 0.989 0.986 0.983
n=10% 0.998 0.997 0.995 0.992 0.99 0.987 0.984 0.98
n=12% 0.998 0.996 0.994 0.991 0.988 0.985 O.981| 0.977
n=14% 0.997 0.995 0.993 0.99 0.987 0.983 0.979 0.974
n=16% 0.997 0.995 0.992 0.989 0.985 0.981 0.977 0.972
n=18% 0.997 0.995 0.992 0.988 0.984 0.98 0.975 0.97
n=20% 0.997 0.994 0.991 0.987 0.983 0.979 0.973 0.968
n=22% 0.996 0.994 0.99 0.987 0.982 0.977 0.972 0.966
n=24% 0.996 0.993 0.99 0.986 0.981 0.976 0.971 0.965
n=26% 0.996 0.993 0.99 0.985 0.981 0.975 0.97 0.964
n=28% 0.996 0.993 0.989 0.985 0.98 0.975 0.969 0.963

Table 3.4.1 — Jain’s fairness index as the functbbpercentage of nodes with higher measured cheariatics
(n) and the difference between the performance otweegroups ()

With a concrete example, if blocking probabilityds3 for 10 nodes 0.3; N;=10) and 0.2
for 90 nodes (¥=0.2; N;=90) thend=50% and n=10%, so the fairness index equals t8.0.9
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According to the Table 3.4.1 | defined three fasaeategories:

If the fairness index of nodes, which are loaded wi th the same type and amount of
traffic, is above 0.995 then the network is fair. If it is below 0.995 and above 0.98
then the network is unfair . If the value of the index is below 0.98 then the network is
very unfair .

The fairness analysis of DTM is based on connectidocking probability and average
connection set-up time. The results are based oonvanloaded system where total offered
load" is about 1.2 times higher than the system capacity

Estimation of the steady state means and confidence intervals

The replication/deletion approachfLK91] is used in this work to estimate the steeastgte
mean of the observed characteristics. The idea®ftéplication/deletion approach is to delete
the warmup period from the output data and to sé replications of the simulation runs.

According to this approach the steady-state meahianconfidence interval is estimated as
follows:

- Determine the length of the warmup period (dexdbg 1) using Welch graphical method
[LK91]

- Choose the length of the simulation run (dendbgan) much larger thamh

- Calculate means for each replication based oreontadions beyond the warmup period

- Now, n numbers are obtained (whemas the number of replications), which have normal
distribution due to the central limit theorem

- Let X(n) denote the mean of the obtainedalues andS?(n) their sample variance.

Then X (n) is an approximately unbiased point estimator fa skeady state mean, and an
approximatel00(1 - a) percent confidence interval is given by

Xzt S(n) (3.4.2)
n-11-2 n

In our case the length of the warmup period is deieed by the convergence speed of set-up
time and blocking probability to their steady stateans.

As the distributions of interarrival time and hahgi time of calls — Weibull and Pareto
distributions — have heavy tails, their convergesieuld also be studied.

To determind, i.e. the length of the warmup period, the meartha set-up time of a given
node (in Figure 3.4.1) and the mean of Pareto ihistron (in Figure 3.4.2) can be found
below as the function of the number of samples gated calls).

! Offered load is the ratio of the sum of the rectigevolumes (holding time of the call * bandwidthtbe call)
during T and the maximum transmittable volume dgrin(T * total bandwidth of the bus) where T>>0.
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Figure 3.4.1 — Mean set-up time of a given nodetlkie.number of samples used during the calculation
(KTH-LR algorithm, 120% offered load, client-sendead profile, node 20)
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Figure 3.4.2 — Mean of holding time (Pareto distttilon) vs. number of samples

Both figures show (and also the figures for otheddas and figures for blocking probability
and interarrival time, which are not shown hereatth=1000 is a good estimate for the
duration of the warmup period. Therefore, the Iéngt the simulations was determined so
that the least active node generateell0000 calls. That is, the warmup period was — orst
case - 10% of the total simulation period. Insteddlisplaying the confidence intervals along
with the simulation results, the worst case valwee presented here. Using the above
assumptions the half length of the 95 percent aerice interval of the results is always less
than:

- 5% of blocking probability per node

- 1% of set-up time per node

- 0.5% of blocking probability per dual-bus
0.1% of set-up time per dual-bus

These worst case values at 10000 samples are faal@ slightly overloaded system, which is
studied during the fairness analysis. When therefldoad was lower longer simulation were
needed to keep the confidence intervals shown here.
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| also observed that the lower the retry limit whg slower the convergence was. So when the
retry limit was 5, the simulation was run until tes®west host generated 50000 connections.

3.4.2.2 Effect of the Length of the Bus

Short bus vs. long bus

DTM protocol, like most of the communication protas, is based on request-reply and
transmission-acknowledgement message pairs. Fom@ea a simple connection set-up
contains a set-up request and a set-up reply mes3dge model used in the simulator takes
into account both theignal propagation timeand the so-calledesponse timewhich is the
time elapsed between time instant when the reqdesbele received the request and the time
when the reply was sent. So the delay of a whotpuest-reply cycle consists of the following
parts:

+t +t

twhole_delay = tpropagatian response’ “propagatio

where the response time is built from the followitgms:

+t

tresponsgtime = tinput_queue"' tprocessin g " ‘output_queue

So the message first waits in the input queue @& tbBsponding node until the control
processor becomes available. Then the processarepses the message. And finally the
message is put into the output queue of the noderw/it has to wait until it reaches the first
place in the queue and the first control slot agsyv

Under light load the length of both the input andtput queue is very low. The processing
time is assumed to beuS. Therefore, waiting for the first available cawitslot, which can be
125us long, dominates in the response time. So, urnilesgontrol channel or the processor is
overloaded, the average response time is not niane & few microseconds.

Consequently, the delay of a whole request-reptjecgontains a distance dependent part (i.e.
the propagation time) and a distance independentt(pa. the response time).

- Ifthe length of the bus ishort the propagation time is negligible compared te th
response time. Therefor€,,.. 4.y IS the same for each node independently of the

requesting and requested nodes if the network Issyechronized.
- Ifthe length of the bus ikng, the response time is negligible, §Q oy iS Proportional
to the distance between the requesting and reqd estees.

The operation of the DTM dual-bus is studied at teeitings of inter-node distances. In the
first case, the inter-node distance is 10 m, whiohresponds to the short bus-length case. In
the second case, the inter-node distance is 10MKmth is the long bus case.

Synchronization

Synchronization between the directions of the duad-relies on synchronizer nodes. One of
the slot generator nodes, which are located atethds of the dual-bus, synchronizes the
timing of the two directions to each other. Thisd@— so-called synchronizer node — starts a
new cycle after an offset time from receiving thele start on the other bus.

In case the bus-length is short, synchronizatiogdseto be designed with care.
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Let us see an example: Suppose that there is 18tvgglen control slots on busO and busl at a
given node, i.e. control slots on busl come alwBygs later than those on busO. In this case
the response times of messages arrived from bus@eny short and messages coming from
busl have to wait almost a whole cycle.

Take another example: Suppose that control slotbus0 are very close to control slots on
busl. In this case a small difference between tlo¢ Bmings can result into significant
difference in the response time, which is called@leyhop. That is, a node reaches the same
cycle on the reverse bus when responding to messége its neighbouring node just misses
that cycle due to the small difference caused hypagation. As a result, there is almost one
cycle between the response times of two neighbgumodes.

120 - off=0 : off=20 : off=50 :off=65 : off=80 :off=110 off=120

100 -
80 B A WM"‘\MMM

L T
60 - Tttt T
40 Ittt VSRS
20 ~

queuing time (microsec)

Average output

0 99 0 99 0 99 0 99 0 99 0 99 0 99
Node position

Figure 3.4.3 - Synchronization

Figure 3.4.3 shows the average output queuing tohenmessages for seven offset time
configurations side by side. The utilization of thgstem where these results are obtained was
low. Therefore, output queues were empty with highbability. That is, the queuing time of
reply-type messages reflect the settings of synulaedion.

The difference between offset settings can be blesen on Figure 3.4.3. A cycle hop can be
observed when the offset is Ous and 120us. Diffeedpetween response times of the same
node on two buses is the smallest when the offsébius. For this reasothe offset is set to
65usduring the simulations.

3.4.2.3 Short Bus - External Load Profile
This is the first section among the ones, whichsgrg the six scenarios. Therefore, the
structure of these sections, which have standamahdb, is shortly introduced here:

After the presentation of the configuration of thienulated network, the results of the fairness
analysis are described shortly. Then detailed aiglyf the most interesting questions follow
in separate subsections. Finally, each sectiotosed with a very short conclusion.

In this section the external traffic profile at shdus-length is evaluated. Four algorithms are
studied: KTH-S, KTH-CF, KTH-LR and KTH-RA.
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Configuration
The main host and node parameters are summarizédtte 3.4.2.

Node parameters
Ordinary nodes Switching node

Number of control slots 1 10
Length of input buffer 150 1500
Length of output buffers 100 1000
Processing time of control messages 5us 5us
Host parameters

Distribution Parameters Mean
Holding time Pareto 0=1.9; k=3.79 8s
Interarrival time | Weibull =0.33;A=11.82 05s
Bandwidth Deterministic - 1 slot/cycle

Table 3.4.2 - Configuration parameters, externatietpshort dual-bus

Results

According the simulation results, KTH-S algorithm mot sensitive for the request order at
short bus length. That is, algorithms with diffeterequest orders resulted in the same
performance. The reason is that if there are fie@noels in the network, nodes are aware of
them, so they can get them. At KTH-S algorithm, ¢kimg occurs only if there are no free
channels in the system.

Retry limit of KTH-S algorithm is also a secondagyestion in this case because it turns out
within a few request-cycle whether a node succesdails with channel reallocation.

Due to these facts, only KTH-S algorithm is dismdyonly once in the figures and tables. It
stands for KTH-S-CF, KTH-S-LR and KTH-S-RA algonitts.

Figure 3.4.4 shows connection blocking probabiltyd average set-up time of nodes at
different algorithms and retry limit settings. Bdigures in Figure 3.4.4 include 4 graphs side
by side, one for each algorithm variant (KTH-CF, KILR, KTH-RA and KTH-S). Each line

in the graphs represents a given algorithm vanaith a given retry limit (5, 30 or 50) and
displays the per node characteristics of nodesraieg to their physical location. The arrows
on the graphs show the direction of increasingyrditnit. These kinds of figures are used
throughout the dissertation to visualize (un)fagsef nodes.

. KTH-CF | KTH-LR | KTHRA | KTH-S | | KTH-CF | KTH-LR | KTH-RA | KTH-S |
2 Retry limit=| Retry limit=| Retry limit=| ! ! Retry limit=} Retry limit=} Retry limit=| + 0.35
E | 50 | ] 1 5 1 1 | ‘Z‘
~— ] I 1 ] ] | —_
v | . 3 : ! S
S ' . | ' : <
= I | | | | | T 03 Q
o | l | | | | E
S : | . | 5 : s
3 . IR : 2
) ! =
: i . . M'M‘,‘.‘,M‘,-m\? il - 0255
| ‘
Z | L W0t L3050 | (30,50 | n_o:l
| ! ! ‘ ' | 0.2
' 0 990 990 99 !0 99 0 990 99! 0 99
Node location Node location

Figure 3.4.4 - Average set-up time and blockingadaility, external model, short dual-bus, singleedtion
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It can be seen in Figure 3.4.4 that all of the regjorders are fair except KTH-CF algorithm.
At KTH-CF algorithm, both blocking probability andonnection set-up time is less for outer
nodes than it is at the middle part of the dual-blike effect is more significant in case the
retry limit is 30 and 50. Quantitative results, pligyed in Table 3.4.3, show the same
conclusions. That is, the fairness index of KTH-@Hgorithm is less than 0.95 when retry
limit is 30 and 50. In all the other cases the If@iss index is greater than 0.95.

Algorithm KTH-CF KTH-LR KTH-RA KTH-S
Retry limit 5 30 50 5 30 50 5 30 50 -
Set-up time 0.997/0.983 [0.978 |1 1 1 1 1 0.999| 1
Blocking probability | 0.997|0.986 | 0.994 |1 0.999 | 1 1 0.999] 1 0.999

Table 3.4.3 - Fairness indices, external modelrtsthoal-bus, both directions

Detailed analysis of KTH-CF algorithm

Unfairness of KTH-CF algorithm can be explained doy intuitive reasoning, using relations
shown in Figure 3.4.5.

Request order 1
How often node

is asked for slots

A

How many free slots

Set-up time of nodé
- - are allocated to node
How many times nodée
needs to request slots fq

a successful connectior
Blocking probability __
of nodei Retry limit

Figure 3.4.5 - Relation between different charasters

The request order, which is different for differeadgorithms, determines how often are nodes
asked for slots. In the case of KTH-CF algorithra,vee see it later, outer nodes are requested
less frequently for slots. Nodes that are requedésd frequently have more free slots in
average. Nodes that have more free slots that thers have to ask slots more frequently
form the others, which means that their set-up tislenger.

Due to the limit on the number of slot allocatioaetries, nodes are not able to ask all other
nodes for slots. So calls can be blocked beforenibde have found a node with free slots.
Therefore, blocking probability is less for nodésit ask nodes with — relatively — many slots
before the retry limit is reached.

We have already seen the result of these effecSignre 3.4.4. In the case of random and
logical ring request order - and with external fi@load profile - nodes are asked for slots
with the same frequency, so the resulting high lesigaracteristics are fair. In the case of
closest first request order nodes are exposed ®vem "slot request load”, so the final
characteristics are also uneven, i.e. the algorighanfair.

To illustrate these effects in the case of KTH-ABoaithm the following characteristics are
collected in the simulator

- f(i,k) - the probability that nodehask free slots
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- F@)= ZK (¥ (i,k) - the average number of free slots at node
k=0

- 1(i,k) - the probability that nodehas to request slotstimes during a successful
connection set-up

- R()= z k [t (i, k) - the average number of requests needed for a saftdeonnection set-
k=0
up at node

- T(i) - average set-up time of node

With the wording of Figure 3.4.%(i) measures how many free slots are allocated to mode
andR(i) shows how many times nodeeeds to request slots for a successful conneciibe
only missing box of Figure 3.4.5 should show howenf nodei is asked for slots. This
number could be calculated knowing the operatiortta algorithms. However, instead of
using this number a new measure (average ordinalb®r) can be defined, which reflect the
same effect. Average ordinal number can be caledldbased on the definition of the
algorithms.

To define the average ordinal number, first theaapt of ordinal number should be defined.
The ordinal numben, j) is the number of nodes that nogasks in average before nodis
reached. Note than(, j) depends on the used algorithm. Averagimgj) overj gives the
average ordinal number of nodédenoted byN(i) ). In other words, an "average node" asks
nodei when it has already requested slots from otki@) nodes. SmalN(i) means that nodie

is often asked for slots.

Based on simple considerations, j) can be expressed from the definition of KTH-CF
algorithm. Equation (3.4.3) showsj, j) with the assumption that there are 100 nodes en th
dual-bus.

i-1 if i > 2]
99-i-1 if i<2j-99
o= 207070 i j<iand-js)] 343
2(j-i-1) if j>iandj-i<99- ]
0 if i =

Figure 3.4.6 gives hint of interpreting the diffatentervals by showing the first four ranges
of expression (3.4.3). Nodes that are counted(inj) are marked in the figure (note that node
i and nodeg never counts). To make the calculations easiere vee assumed that noge
always asks first its neighbour in the direction mddei. That is, nodg does not choose
randomly between the directions in contrast todleénition in Section 3.4.1.2.
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Figure 3.4.6 — Explanations to equation (3.4.3)

99
N(i) can be obtained with averaging ovemi) = Zn(i, j)/100
i=0

Now N(i) is obtained from calculations and the other valabswn in Figure 3.4.5K(i), R(i)
and T(i)) are known from simulations. Figure 3.4.7 shows thverage values of each
characteristic.
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Figure 3.4.7 - N(i), F(i), R(i) and T(i) at the KHEF algorithm and retry limit of 5, 30 and 50

It can be seen in Figure 3.4.7 that nodes in thddia of the bus are oftener requested for slots
than nodes at outer parts\{i). As a result middle nodes have less free slotavierage than
outer ones (i). The average request number is lower at node<clwsthe ends of the bus
than at middle nodesR(i). And finally, the curve of average set-up time k@@ o0st the same
shape as that of average request number.

Conclusion

The conclusion of this section is that KTH-CF aligom is unfair even in the case of the
simple external load profile. All the other algdmihs arefair in this scenario.
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3.4.2.4 Short Bus - Client-Server Load Profile

This section analyzes the network operation basedhe client-server network load profile
and short bus. This is the best profile to examiiaieness because it is complex enough to
show unfairness and the results remain still intetpble. Therefore, this section gives the
most detailed analysis.

Configuraion
The main host and node parameters are summarizédtte 3.4.4:

Node parameters
Client nodes Server node

Number of control slots 1 10
Length of input buffer 150 1500
Length of output buffers 100 1000
Processing time of control messages 5us 5us
Host parameters

Distribution Parameter Mean
Holding time Pareto a=1.9; k=0.95 2s
Interarrival time | Weibull 3=0.33;A=20 03s
Bandwidth Deterministic - 1 slot/cycle

Table 3.4.4 - Configuration parameters, client-semodel, short dual-bus

Results

Figure 3.4.8 shows blocking probability of uniditemal connections directed to bus 0 for all
algorithms. Results belonging to different algomith are displayed side-by-side as in Figure
3.4.4. Average set-up times of the algorithms aspldyed on Figure 3.4.9.

KTH-CF, Retry limit= KTH-LR, Retry limit= KTH-RA, Retry limit= KTH-S
5 30 50 5 30 50 5 30 50
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Figure 3.4.8 - Blocking probability, client-servetodel, short dual-bus, single direction
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Figure 3.4.9 - Average set-up time, client-servedel, short dual-bus, single direction

In Figure 3.4.10 and 3.4.11 the blocking probapiind average set-up time values are based

on all calls, i.e. directed to any direction of taal-bus.

KTH-CF, Retry limit= KTH-LR, Retry limit= KTH-RA, Retry limit= KTH-S
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Figure 3.4.10 - Blocking probability, client-serveiodel, short dual-bus, both directions
KTH-CF, Retry limit= KTH-LR, Retry limit= KTH-RA, Retry limit= KTH-S
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Figure 3.4.11 - Average set-up time, client-semverdel, short dual-bus, both directions
Table 3.4.5 shows fairness indices of the examilgdrithms.
Algorithm KTH-CF KTH-LR KTH-RA KTH-S
Retry limit 5 30 50 5 30 50 5 30 50 -
Blocking probability | 0.912| 0.95¢| 0.734] 0.93¢| 0.84] 0.82i| 0.999] 0.998/0.998 0.997
Set-up time 0.991| 0.97( 0.977] 0.991] 0.97¢| 0.96¢ 1| 0.999| 0.998 1

Table 3.4.5 - Fairness index based on client nodémt-server model, short dual-bus, both directio
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The characteristics of server node are hard to lieatie figures, therefore it is extracted to
Table 3.4.6 along with the average of client nodaracteristics. The averages coming from
unfair algorithms are written withalics on grey background.

Algorithm KTH-CF KTH-LR KTH-RA KTH-S
Retry limit 5 30 50 5 30 50 5 30 50 -
Client blocking |{0.15 |0.18 [0.06 |0.15 ]0.09 |0.09 0.21 ]0.13 0.12 | 0.065
Server blocking | 0.10 0.07 0.08 0.11 0.06 0.05 0.0[10.02 0.03 | 0.06
Client set-up 0.46 |157 |(2.47 (046 |155 |2.36 0.50 1.66 251 | 0.39
(ms)
Server set-up 0.18 0.57 1.25 0.18 0.53 0.97 0.18 0.41 0.74 0.2
(ms)

Table 3.4.6 - Characteristics of server and cliemdles, client-server model, short dual-bus, bothafions

The two most important conclusions can be drawmfrine above figures and tables. First,
there is significant difference between the chaegstics of client and server nodes. Blocking
probability and average set-up time of the serveden are lower than those of an average
client. Second, significant unfairness can be obsgrat the KTH-LR algorithm, which was
fair in the external load profile.

The first observation can be interpreted as asymyriatthe directions of the bi-directional
connections, i.e. the downstream (from server tent) direction of the connections has better
characteristics than that of upstream directionth¥his interpretation, this difference is only
asymmetry but not unfairness. This effect, howeweenyld cause unfairness in other scenarios.
The further discussion of the issue of asymmetrpastponed to Section 3.5.1 where the
motivations of smoothing algorithms are described.

Client nodes have the same characteristics whemgwSTH-S algorithm. It is due to correct
status tables, which yield to fair operation. Asyetny can be observed here also: the server
node has better characteristics than those of tsliehhe node of the server has much higher
intensity then client nodes, therefore it colleat®st of the free channels. Having more free
channels mean that less calls are blocked and séitme is shorter. This effect, which causes
asymmetry, is referred to as "cache" property e&f BT M protocol.

Apart from asymmetryK TH-RA algorithm is alsdfair.

KTH-LR and KTH-CF algorithms arevery unfair in this scenario. Either blocking
probability or average set-up time is different fdients with the same offered load at any
retry limits.

Detailed analysis of KTH-LR algorithm

Although the detailed analysis of unfair algorithmises not change the main conclusion that
they are unfair, an explanation of the results otgtd for KTH-LR algorithm follows in this
subsection. The reasons of unfairness of KTH-CF lsarunderstood from that explanation
and the detailed analysis of KTH-CF algorithm inc8en 3.4.2.3.

The distance from the server node (very active noded from idle nodes affects the
behaviour of the client nodes of KTH-LR algorithrit.is hard to understand the reasons
behind the characteristics of nodes based on FgGrd.8 and 3.4.9 because they display
nodes at their physical locations. KTH-LR is based a logical ring (ring was shown in
Figure 3.4.1), therefore Figure 3.4.12 shows KTH-8R algorithm in another view. In this
figure nodes are displayed at their positions amlthgical ring. There is no cut between node
0 and node 99 in the reality, they are neighbourghe logical ring.
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Based on this figure four ranges of client nodes ba identified apart from the server:

- range 1: active nodes which are far from the idéeles and from the server (0-9, 91-99)
- range 2: active nodes which are close to the rdldes and far from the server (10-24)

- range 3:idle nodes (25-74)

- range 4: active nodes which are close to the esefv6-90)

The words far and close are used according to dliewing definitions:

- Two nodes are far in this context if they are atle to change slots directly (because of
the limited number of retries).

- Nodes are close if they distance on the logigag iis less than the retry limit.

For the sake of better understanding the averagaebeu of free slots and slot requests in
successful calls are displayed in Figure 3.4.13
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Figure 3.4.13 - Average number of free slots arad stquests (KTH-LR-30 algorithm)

In Figure 3.4.13 ranges, which were introduced ah@re also indicated.

It is important to note that the server has 13 ®slin average while this value is 0.6 for an
average non-idle client node. So the server hasertitan 20 times more slots in average!

The shape of the request number curve is almost#mee as that of connection set-up time.
That is, buses of the dual-bus are synchronizedeotlly. Namely, the set-up time is the sum
of the delay of the set-up message and the delay@fslot allocation process, which is the
product of the slot-request number and the delag gfot request-reply. In the case of short
bus, the dominant factor in the delay of a slotuegt-reply is the waiting time for the next
available control slot. If the dual-bus is propesynchronized then the response time is the
same for each slot request independently of thatioa of the asked node.
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Let us start the detailed analysis of the graphthe relation between nodes in the same
range and then have a look at the difference agegrorders.

Range 3is the range of idle nodes, so there is no attetoptstablish connections. Blocking
and set-up time has no value, but they are plo#te@ in the figures.

In range 4, in the proximity of the server, the behaviourraides are effected by two facts:

1. Proximity of idle nodes: These nodes try to atlts from idle nodes. It means that their
effective retry limit, which counts only the nonk&dnodes, is less than that of nodes in
range 1. If the retry limit is 30, "effective retiynit" for node 76 (next to the server) is 16,
because 14 nodes are idle in its request arba.farther a node from the idle nodes is the
lower the blocking probability is.

2. Proximity of the server: Client nodes in rangedn ask the node of the server for slots.
The server node has 20 times more free slots dudhéobursty traffic and the heavier
activity. Therefore, it is very likely that cliemodes in this range can get slot from the
server. Therefore, the proximity of the server dvantageous for client nodeghe closer
a node to the server is the shorter the set-up tisne

In range 2, due to the proximity of idle nodes, the farthenade from range 3 is the lower its
blocking probability is. The shape of the averagé-sp time curve is caused by the border
role (between range 1 and range 3) of range 2 nodes

In range 1nodes are outside the range of effect of spe@ales, therefore they have the same
set-up time and blocking probability.

After having intuitive answers to differences ofdes within a range. Now let us see what is
the cause of jumps at the borders of ranges.

Blocking of theserver is lower than that of its active neighbours duethe cache effect It
can also be called as starvation effect becausedheer node collects much more free slots
than client nodes, therefore clients are starvedrfee slots.

At the border of range 4 and range 1 the node in range 4 has lower blocking probapilit
because of the proximity of the server. The proxymof the server is the cause of the
difference in the set-up times too. Node 90 hashéigaverage set-up time than node 91
because it has many connections that are estatllighidn 30 retries while node 91 has no
opportunity to ask slots from the server.

Ranges were presented based on KTH-LR-30 becaube inase of retry limit of 30, ranges
have nearly the same size. At other retry limitsme of the ranges are smaller or they are
even missing:

- if retry limit equals to 50 there is no range 1
- if there is no retry limit there is no range In@range 2 and 4 are merged to one range.

Tuning algorithms without status table

The effect of the proximity of idle nodes can beoaed if a small piece of intelligence is
used in the algorithms operating without statuddabln the so-calledunedversions of the
algorithms, nodes keep track of continuously idlingdes and they do not ask slots from
them. Therefore, the "effective retry limit" is tisame as the retry limit for each node.

Ordinal numbers of nodes from the viewpoint of tberver (client-server load profile) are
displayed in Figure 3.4.14 for all algorithms. Sowiethe nodes in the case of CF, KTH-LR
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and KTH-LR-t algorithms have two ordinal numbersid due to the random initial direction
selection (see definition of algorithms in Secti®4.1).

See the tuned version of KTH-LR algorithm. Assumiigt the server starts with the right-
hand nodes, the following order is obtained: As edjnode 7 and node 5 have no hosts on
the bus they are omitted (in that order); so thegfheighbour of node 5, which is node 3, is
taken first. The next one is node 2 because indtier direction along the ring it is the first
node. The third one is node 1 as the only remaining

Offered
load I I I ) _ _ _
1 1 | I [ 1 1 1 1
1] 1] I "1l Il Il Il
1 2 3 4 5 6 7
ring
CF 6or5 4o0r3 2o0rl - lor2 3o0r4 5o0r6
Ordinal number CF-t 3 2 1 - - - -
measured from LR 40r3 2o0rl1l 6o0r5 - 50r6 lor2 3or4
server hode LR-t 3 2orl lor2 - - -
RA any any any - any any any
RA-t|| any any any - - -

Figure 3.4.14 - Order of nodes

Figure 3.4.15 shows the characteristics of tunedHKOF and KTH-LR algorithms.
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Figure 3.4.15 - Characteristics of tuned KTH-CF &WH-LR algorithms

It can be seen that the effect of idle nodes dissppd from the plot of KTH-LR.
Unfortunately, the algorithms remained unfair dodhe effect of the server node.

Conclusion

It can be concluded from this scenario that in tase of the KTH-LR algorithm, very active
nodes and very passive nodes can change the chedstics of their neighbouring nodes.
Therefore, KTH-LR and KTH-CF algorithms are veryfain in this scenario. KTH-S and
KTH-RA algorithms proved to be fair in this scematpo.
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This section has shown that the drawback that issed by the proximity of idle nodes can be
avoided with a small improvement. Due to tuning aforithms without status table, the
"effective retry limit" of nodes is the same in akses as the value of retry limit is.

3.4.2.5 Short Bus - Peer to Peer Load Profile

The last network load profile is based on peer-septraffic. This section evaluates this
profile at short bus-length.

The main properties of this load profile are:

- there is only a small difference between offetedds of neighbouring nodes directed to
one direction (see later in Figure 3.4.17)

- offered load is different for every node

These properties are in contrast with client-senvaffic, where there are three offered load
levels (active client, passive client and servenyl dhe server has much higher offered load
than that of clients. Therefore, results here canlme explained by the influence of a single
node or a small set of nodes.

Configuration

According to the description of the peer-to-peerdal each node has N-1 hosts where N is
the number of nodes on the bus. That is, 9900 hastsneeded for a 100-node network. Due
to the memory limitation of the computer runningettsimulation, the running time of
simulations increased dramatically. To achieve ptalgle running time, a 25-node network is
simulated at the peer-to-peer load profile.

Node parameters

Number of control slots 1

Length of input buffer 150
Length of output buffers 100
Processing time of control message$5us

Host parameters

Distribution | Parameters Mean
Holding time Pareto 0=1.9; k=3.79 |8s
Interarrival time | Weibull B=0.33;A=5.9 |1s
Bandwidth Deterministig - 1 slot/cycle

Table 3.4.7 - Configuration parameters of peerdesgraffic
The main configuration parameters are summarizekhivle 3.4.7.

Results

First, Figure 3.4.16 shows the results, which aasdal on one of the directions of the dual-
bus. The offered load in the observed directionrdases from node 0 to node 24. Retry limit
is setto 5, 15 and 24 at algorithms without statlsle.
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Figure 3.4.16 - Blocking probability and avr. sgiime, peer-to-peer model, short dual-bus, simjtection

KTH-S and KTH-RA algorithm ardair so as in the previous scenarios. Both charactesist
of KTH-CF and KTH-LR algorithms are uneven alongethus. Due to the cache effect
described with the client-server profile, blockipgobability is bigger for nodes with lower
offered load. Set-up time, however, is lower at asdavith lower offered load.

Uneven free slot distribution can be in the backgrd of the unfair blocking probability, so it
is displayed in Figure 3.4.17.
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Figure 3.4.17 - Avr. number of free slots, peerper model, short dual-bus

Equilibrium free slot distribution on bus 0 is progional to offered load at all algorithm
except KTH-CF. At KTH-CF, average free slot diswiibpn can be obtained as the
superposition of a linear curve and the free slistribution obtained at external load profile
(Figure 3.4.7) due to the uneven average ordinahimer. Considering both directions of the
dual-bus, free slot distribution of KTH-CF algornithis the worse, where outer nodes have
almost twice free slots in average than the midutie.

According to the definition of fairness at the beging of Section 3.4.2.1), the characteristics
of nodeswith the same offered loadshould be compared. Figure 3.4.18 shows blocking
probability and set-up time based on all connedio@haracteristics are uneven at each
algorithm without status tables. Both charactersf outer nodes are better than those of
middle ones are.
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Figure 3.4.18 - Avr. set-up time and blocking prbibey, peer-to-peer model, short dual-bus, botredtions

Finally, the fairness index of the algorithms cae balculated based on data displayed in
Figure 3.4.18. Fairness values are shown in Tabe83

Algorithm KTH-CF KTH-LR KTH-RA KTH-S
Retry limit 5 15 24 5 15 24 5 15 24 -
Set-up time 0.982| 0.95¢| 0.97:] 0.997| 0.99%| 0.998] 0.997| 0.999 1 0.998
Blocking probability | 0.97i| 0.995 1] 0.99%| 0.997| 0.999 1 1 1 1

Table 3.4.8 - Fairness index, peer-to-peer moaelg ldual-bus, both directions

Conclusion

KTH-RA and KTH-S algorithms aréair at each setting. KTH-LR algorithm igery close to
fair: only two unfair ratings are obtained, the other results taie. KTH-CF algorithm is
unfair: very unfairrating is obtained three times.

3.4.2.6 Long bus - External Load Profile

The fairness of a DTM dual-bus with inter-node diste of 10 m has been evaluated so far.

To evaluate the effects of longer propagation tithe, following three sections go through the
same steps as the previous three: It examines dhieelss of the network in the case of
external, client-server and peer-to-peer networkdloprofiles. However, the inter-node
distance is 10 km is these sections.

Configuration

This section is about external load profile at Idmgs. Configuration of nodes and hosts is the
same as the configuration of the external profilétie case of short bus-length. Configuration
parameters are summarized in Table 3.4.2.

Results

Blocking probability and average connection setiimpe are shown in Figure 3.4.19 and
Figure 3.4.20. Six algorithms are displayed sideslale: closest first, logical ring and random
request orders without status tables (KTH-CF, KTR;LKTH-RA) and those with status

tables (KTH-S-CF, KTH-S-LR, KTH-S-RA). The slot altation retry limit was configured to

5, 30 and 50.
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First, let us see the blocking probability. Therfass characteristics of algorithms without
status table do not differ significantly from thosethe case of short bus-length, so there is no
need to explain the results again. However, unésmof algorithms with status table needs
explanation because it is the result of the longength.

The next characteristic is connection set-up timikeich consists of two parts:
- round-trip delay of the set-up message
- delay coming from slot requests

The first part depends on the location of the otharty of the connection. As the switching
node is at the end of the bus in our scenario, fhistor is proportional to the distance
measured from the end of the bus. As differencessed by the physical distance of the other
party of the connection are usually respected bst@mers, the delay of set-up message and
its acknowledgement is subtracted from the conpectset-up time. The resulted new
characteristic is referred to as average slot regitime. Average slot request time is analyzed
after the detailed evaluation of the blocking proli&y of KTH-S algorithms.

Detailed analysis of blocking probability of KTH-S algorithms

If status tables of nodes at KTH-S algorithm wereto-date, each 1-slot connection would
have been established or blocked with at most doerequest. Each node is allowed to ask
any other, so there would be no difference betwé®n blocking of nodes. In this case,

however, status tables are outdated. To illustitsfiéggure 3.4.21 displays the average number
of slot requests in blocked calls. (It should bédvel in optimal case.)
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in blocked calls

w b g o ~
I

0O 10 20 30 40 50 60 70 80 90
Node location

Avr. number of slot requests

Figure 3.4.21 - Average number of slot requestblotked calls, external model, long dual-bus, baitections
(KTH-S-RA with retry limit of 30)

The average is above 3 for each node. It showsttiae are many inconsistencies in status
tables. The other interesting effect is that thasue is higher for outer nodes. It signs that
outer nodes have worse status tables, which caxpkined with the so-called average
distance.

d(i,k) - the distance of nodieand nodek

99
D(i) = Zd(i ,K) - average distance of node

k=0
D(i) decreases when walking from the outer part of thes to the middle nodeD(i) is
minimal for the middle node. The consistence otistatables depends on the delay of status
table update messages, which is proportionaD{g. Unfairness is due to the propagation
delay of update messagesvhich is independent of the request order. Themefblocking
probability of KTH-S algorithms is also independertthe request order (see Figure 3.4.21).

Detailed analysis of average slot request time

Average slot request time is shown in Figure 3.4@2each algorithm. Note that the scale of
the vertical axis of algorithms with status taldeliO times lower than that of algorithms
without status table is. Unfairness can be obseateshch examined algorithm, but KTH-RA
is the worst one both with and without status table
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Figure 3.4.22 - Average slot request times, extermadel, long dual-bus, one direction

To explain the results of algorithms without statable, a new variable is defined:
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De(i) = Zd(i,k) - average distance of nodavithin its effective ared& where effective area is
kOE

the set of nodes from which nodés able to ask slotgl(i,k) is normalized so thad(i,i+1)=1,
i.e. distance of neighbouring nodes is 1.

The effective area depends on the request ordettandlot allocation retry limit. If retry limit
is r at KTH-CF and KTH-LR algorithms there are onlynodes within the effective area.
Every node is within the effective area of any nadethe case of KTH-RA request order,
according to the definitionD (i) can be easily calculated for each request orddrfanretry

limit of 5, 30 and 50. The result of the calculat®is shown in Figure 3.4.23.
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Figure 3.4.23 - Average distance within the effeetarea

At KTH-LR and KTH-RA, the calculatedD¢ (i) and the simulated slot request time have the

same characteristics, which shows that averagamtist within the area determines the slot
request time.

The results of KTH-CF algorithm can be explained g common effect of the average
distance within the effective area and the unevee fslot distribution, which was already
shown at short bus.

Differences in connection set-up times of nodesngsKTH-S algorithms are due to the
differences in the average distances. Because @fstiorter average distances of middle
nodes, their status tables are more accurate ti@setof outer nodes are. Better status tables
yields to shorter connection set-up times.

Conclusion

Finally, Table 3.4.9 summarizes the fairness indéxhe examined algorithms concerning
blocking probability and slot request time.

Algorithm KTH-CF KTH-LR KTH-RA
Retry limit 5 [30 [50 |5 [3 ][5 |5 | 3 | 50
WITHOUT STATUS TABLE

Slot request time 0.991] 0.98¢| 0.982] 0.997| 0.9¢| 0.987] 0.957| 0.95¢| 0.95i
Blocking probability] 0.999 0.98¢| 0.99z] 0.998] 0.999] 0.999 0.999] 0.999| 0.998
WITH STATUS TABLE
Slot request time 0.974] 0.971] 0.97¢] 0.99z| 0.9¢| 0.991] 0.951] 0.95€¢| 0.95¢
Blocking probability] 0.996 0.998] 0.997] 0.998] 0.998] 0.998 0.997| 0.996| 0.996

Table 3.4.9 - Fairness index, external model, ldngl-bus, both directions
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Blocking probability isfair at each algorithm except KTH-CF without status l¢abSlot
request time isvery unfairat KTH-CF (with status table) and KTH-RA (with $tes table) and
only unfair at both variants of KTH-LR algorithm and all algtihms without status tables.

As a conclusion it can be said, that the none o #igorithms is fully fair. Thebest
algorithm is the KTH-LR in this case.

3.4.2.7 Long bus - Client-Server Load Profile

Configuration

The configuration parameters of the client-sernaad profile are displayed in Table 3.4.4.
The only difference is that node-to-node distangencreased to 10 km from 10 m in this
scenario.

Results
Simulation results are displayed in Figure 3.4.Bi§ure 3.4.25 and Table 3.4.10.
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Figure 3.4.24 - Blocking probability, client-serveodel, long dual-bus, both directions
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Figure 3.4.25 - Average slot request time, cliegtver model, long bus, both directions

Algorithm KTH-CF KTH-LR KTH-RA
Retry limit 5 [30 [50 |5 [30 |50 5 [ 3 [ 50
WITHOUT STATUS TABLE

Slot request time 0.96¢| 0.967| 0.99| 0.967| 0.97¢ 0.984] 0.96z| 0.95¢| 0.9¢
Blocking probability | 0.911] 0.98] 0.77¢] 0.91¢| 0.90:% 0.907| 0.999] 0.997] 0.995
WITH STATUS TABLE
Slot request time 0.965| 0.97¢] 0.981] 0.97¢| 0.982 0.984] 0.9€| 0.962| 0.96¢
Blocking probability | 0.993] 0.995| 0.99z] 0.994] 0.99¢ 0.997] 0.99¢| 0.994] 0.994

Table 3.4.10 - Fairness index, client-server moliglg dual-bus, both directions

First, let us analyzalgorithms without status tables Blocking probability of algorithms did
not change significantly due to the increased duad-length. Blocking of nodes at short and
long bus-length is very similar (see Figure 3.4.34d Figure 3.4.10). Characteristic of
average slot request time (Figure 3.4.25) can h@agxed as the common effect of long bus-
length and uneven load profile. The effects detaing the shapes of the curves were
discussed in previous sections. Figure 3.4.22 shiotlve effect of long bus and Figure 3.4.11
displayed the influence of active and passive nautethe others.

Though performance oKTH-S algorithms is better, they are not fair at this network
environment. Blocking probability is in thenfair category and slot request timeusfair or
very unfair There is no significant difference in the blocgiprobability of different request
orders. Average slot request time, however, depemdslot request order (CF, LR or RA).
Due to the higher average distance, KTH-RA has woperformance than the other
algorithms have. Shape of the curves of the sargerdghms with status tables and without
them is very similar, because the main factor thaims the curves is different average
distance of nodes (due to long bus).
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Conclusion

There isno winner in this case, as (except blocking of KTH-RA withiostatus table) there is
no fair algorithm .

3.4.2.8 Long bus - Peer-to-peer Load Profile

Configuration

Finally, peer-to-peer load profile is checked agdlis time with long dual-bus. Configuration
of nodes and hosts are displayed in Table 3.4.7.

Results

Figure 3.4.26, Figure 3.4.27 and Table 3.4.11 shaimulation results based on both
directions of the dual-bus.
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Figure 3.4.26 - Blocking probability, peer-to-paeodel, long dual-bus, both directions

55



KTH-CF KTH-LR KTH-RA

15 |

Q Rl:i RLiRL| R RL RLY R R

E oll5 !5 i2af5 15245 |15}
o i VN B

z s RN AT
QJ 5’ | | ] | ]

N 1 A U B
—_ | | ~—— | | ]

> " | | | | |

<< 0 I

1 1 1 | 1
0 2410 2410 240 2410 2410 240 24/ 0 2410 24
Node location

25| KTH-S-CF KTH-S-LR KTH-S-RA

() RL:t R R RL RLI R

E %35 15 j2afs j15]| 24

o 2.1] : | | :

2 : | : :

= 1.9 | 1 | |

3 AN A

o 1.7 : | | |

> | | | |

< 15 | : | i i i

0 2410 2410 240 2410 2410 240 2410 2410 24

Node location

Figure 3.4.27 - Average set-up time, peer-to-peedeh, long dual-bus, both directions

Algorithm KTH-CF KTH-LR KTH-RA

Retry limit 5 [30 ][50 5 130 | 50 5 [ 30 | 50
WITHOUT STATUS TABLE

Set-up time 0.99¢] 0.997] 0.996] 0.996] 0.995] 0.997] 0.981[ 0.97z[ 0.971

Blocking probability | 0.97i| 0.997] 0.998] 0.99%| 0.996] 0.998] 0.999| 0.999| 0.998
WITH STATUS TABLE
Set-up time 0.98¢| 0.98¢| 0.98¢) 0.98¢| 0.98¢ 0.98¢| 0.98¢| 0.98¢| 0.98i
Blocking probability 1 1 1 1 1 1 1 1 1

Table 3.4.11 - Fairness index, peer-to-peer mddal) dual-bus, both directions

According to fairness indices, each algorithm hais blocking probability (except KTH-CF
and KTH-LR with retry limit=5). In spite of good feness indices, a small difference can be
observed between blocking probability of nodes.

In the case of algorithmwith status tabléolocking decreases when going to the middle of the
bus. The unfairness of blocking probabilities itated toD(i), because it is proportional to the
average propagation delay of status table updatssages. It does not depend on the
algorithm, therefore blocking probability curvesdifferent algorithms are similar.

At algorithmswithout status tablélocking increases when going to the middle of blues.

Among algorithms without status table, averagelgetime isfair in the case of KTH-LR and
close to fairat KTH-CF. It is unfair at any other algorithms. Average distances of ode
determine the set-up time when nodes do not ugestables. Set-up time of algorithms with
status tables depends on the consistency of stahlss, which is better in the middle of the
dual-bus.
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Conclusion

This load profile is not as big challenge for thetwork as client-server is. There is nery
unfair algorithm. The only fair algorithm is the KTH-LR ihout status table in this scenario.

3.4.3 Study of Aggregate Performance Characteristic s

Fairness evaluation of the algorithms has showrt tha most challenging network load
profile is the one based on client-server traffibierefore, this section is based on this type of
network set-up. Characteristics of up-link conners (from a client to the server) and down-
link connections (from the server to any clientgaveraged separately. Characteristics of bi-
directional connections are calculated from thessrages.

Although only the fairness of different algorithnvgere discussed in Section 3.4.2, it was
obvious from the figures that the number of allowsddt allocations (retry limit) and presence
or absence of status tables significantly influetiee performance of the network.

First, the evaluation of the effect of retry lim& described in Section 3.4.3.1. Different effects
on the characteristics of the algorithms at fixetry limit are shown in Section 3.4.3.2.

3.4.3.1 Effect of Retry Limit

Results presented in this subsection are basedhensimulation of KTH-RA algorithm
without status table. Though exact results beloggio other request orders differ, the
characteristic of dependence on retry limit of ta@dgorithms is the same.

Figure 3.4.28, Figure 3.4.29 and Figure 3.4.30 shisvresult of simulations. Figure 3.4.28

and 3.4.29 displays the characteristics of onehefdirections of connections. Characteristics
of client-to-server and server-to-client connecsi@re presented in Figure 3.4.28 and Figure
3.4.29, respectively. Characteristics of bi-direnl connections can be seen in Figure 3.4.30.
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Figure 3.4.28- Effect of retry limit on connectiofrem clients to server, KTH-RA algorithm, short &length,
client-server profile, no status table
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Figure 3.4.29 - Effect of retry limit on connecti®from server to clients, KTH-RA algorithm, shor$length,
client-server profile, no status table

Figure 3.4.28 and Figure 3.4.29 show an interestiifigct. Blocking probability of server and
client nodes is closer to each other when retnyitliim higher, i.e. blocking of client nodes
decreases and that of server node increases. ifttasesting because at lower retry limits
blocking of server nodes is lower despite of thetféhat blocking of the whole system is
higher. That isJow retry limit makes cache effect stronger

Set-up time of client nodes and that of server nodeve almost together. Both of them
increase with increased retry limit.
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Figure 3.4.30 - Effect of retry limit on bi-directhal connections, KTH-RA algorithm, short bus-lemgtlient-
server profile, no status table

Applying a retry limit has the opposite effect orvemage set-up time and blocking of
bidirectional connections. If lower retry limit iapplied then blocking probability increases
and set-up time decreases. Figure 3.4.30 helpsding the compromise between the two
most important performance characteristics of tlystesn. Set-up time of bidirectional
connections was calculated as the sum of set-updgifor both directions. A bi-directional
connection is assumed to be blocked if any direcbbthe call is blocked.

Blocking probabilities of bi-directional connectisrdecrease almost exponentially if the
number of allowed slot allocation retrials increasén the case of lower offered loads, the
gradient of the blocking curves is bigger, in otheords it increases faster. There is no
blocking at the offered load level of 50% if rethignit is higher than 30.

The shape of the set-up time vs. retry limit cudepends on the load of the system. At low
offered load (50-70%) the limit has a minor effemt set-up time. At higher offered loads
(110%) it is closely proportional to retry limit.

The optimal operation of the system depends onsipecific requirements. If set-up time is
more important than throughput, a lower retry limén be chosen. If keeping blocking on a
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low level is the highest priority, then a highertme limit can be applied. As blocking
converges fast to a value, it is advisable - inemgral case - to chose retry limit to a value
where blocking approached its minimum value. InUfig 3.4.30 it can be seen that when retry
limit equals to 10 blocking is almost at its minimuvalue in all cases. Choosing a higher
retry limit increases average set-up time and doet decrease blocking. Optimal limit is
different for every offered load condition.

3.4.3.2 Performance at Fixed Retry Limit

In this section client-server load profile is usadd retry limit is fixed to 10. KTH-LR and
KTH-CF algorithms are simulated in the followingcimstances:

- with and without status table

- with short (1 km) and long (100 km) bus

- with smooth (Poisson) and bursty (WWW) traffic

- with 5 different offered load settings betweerf/s@nd 130%

The task of this section is to evaluate the effetlisted parameters and to compare KTH-CF
and KTH-LR algorithms.

Table 3.4.12 and Table 3.4.13 include average petime and blocking probability of bi-
directional connections, respectively.

Set-up Short Poisson Short Bursty Long Bursty
Load KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH-
LR RA | S-LR | S-RA| LR RA | S-LR | S-RA| LR RA | S-LR | S-RA
50% | 0.27 | 026 | 0.27 | 0.26] 0.32| 035 032 0.32 0.83 990./0.83 | 0.86
70% |0.27 | 0.27 | 0.27 | 0.27| 0.44| 0.47 037 036 0.98 361.|0.89 | 0.95
90% |0.39 | 04 0.32 | 032 0.69| 0.71 044 042 128 4201 1.07
110% | 0.81 | 0.75 | 0.44| 044 091 091 05 04 1576 2./1.16 | 1.2
130% | 1 0.88 | 0.46 | 046 | 1.05| 1.04f 0532 0.5 1.75 293.25 | 1.26

Table 3.4.12 - Avr. set-up time, bi-directional ewtctions, client-server profile (in milliseconds)

Blocki Short Poisson Short Bursty Long Bursty
ng
Load KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH- | KTH-

LR RA | S-LR | S-RA| LR RA | S-LR | S-RA| LR RA | S-LR | S-RA
50% 0.00 0.00f 0.00f 0.00f 0.00, 0.00f 0.00f 0.00f 0.00f 0.00f 0.00] 0.00
70% 0.00 0.00f 0.00f 0.00f 0.00, 0.01] 0.00f 0.00f 0.00{ 0.00f 0.00] 0.00
90% 0.00 0.01f 0.00f 0.00f 0.07] 0.08/ 0.02| 0.02] 0.07| 0.08/ 0.02| 0.02
110% 0.20 0.22| 0.19| 0.18] 0.26/ 0.27| 0.21] 0.21] 0.26] 0.27| 0.21] 0.21
130% 0.42 0.45| 0.41| 041 0.43| 0.46| 0.41] 0.41] 0.44| 0.47| 0.42| 0.41

Table 3.4.13 - Blocking probability, bi-directionebnnections, client-server profile

Status table

The effect of status table on performance is thestmdbvious conclusion of this section. In all
examined settings algorithms with status table qeenf better than the same algorithms
without tables. In other configurations - where dghout frequent calls are sent to the bus and
signaling bandwidth becomes the bottleneck - thégueance of algorithms with status table
degrade faster because maintaining status tabléresgextra control capacity [J2].
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The biggest difference in average set-up time &/1ms. That is, set-up time of KTH-RA at

130% load and long bus improved with 57% due tdusaable. The biggest difference in
blocking probability is 0.06 in many cases, whishnot as significant improvement as that of
set-up time is.

The gain of status tables is bigger if offered ladachigher as it can be seen mainly at set-up
times. At higher offered loads there are less fséms in the system, so "guessing"” is not as
effective as it is at low system loads.

Bus-length

In Section 3.4.2.3, the effect of bus-length onrriess was studied. It was concluded that
KTH-RA and KTH-S algorithms become unfair. Hereetherformance of these algorithms is

examined. Average set-up time increased obviousiynger-node distances are increased. It is
interesting that though bus-length is 100 times ep@et-up time increase at long bus is about
2 times of the value at short bus.

Blocking probability is almost independent of thaslength. Only a very small increase can
be observed at 130% offered load.

Burstiness

As it can be expected, performance characteristfckhe network having bursty sources are
worse than those of the network with smooth souraes Both average set-up time and
blocking probability decreased due to sources gaimey smoother traffic. The biggest
improvement is 0.31 ms in average set-up time (KRA-without status table, 90% offered
load) which is 43 % compared to the case of bustyrce. The biggest improvement in
blocking probability is 0.07 (KTH-RA without statuable, 90% offered load).

Which request order?

In the examined circumstances the performance gic& ring and random request order
algorithms is the same. There is only one exceptaverage set-up time of KTH-RA without
status table is higher than that of KTH-LR. As bd#irness and performance of KTH-RA
algorithm is worse than those of KTH-LR at long less the usage of KTH-RA algorithm is
only advised at short buses.

3.4.4 Conclusions on Set-up Time Slot Allocation Al gorithms

3.4.4.1 Fairness

A comprehensive study has been performed to ingatti the main environmental and
algorithmic variables effecting the fair operatiohnodes located on a DTM dual-bus. It has
been found that

- theorder of slot requestssent out during connection set-up
- the presence or absencestditus tables
- and thelength of the DTM bus

are the main factors causing unfairness.
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In the case of unfair networks the performanceatié#hce of nodes depends on
- theload andburstinessof offered traffic

- andupper limit on the number of slot requestsnodes are allowed to send out during a
connection set-up (retry limit).

This thesis analyzes simulation results for the meariants of set-up-time slot allocation
algorithms. Fairness of algorithms is studied irethdifferent network configurations:

1. In*“external”’ network configuration each nodencmunicates with a dedicated node at the
end of the dual-bus

2. In “client-server” network configuration each ¢ initiates connections to the “server”
node in the middle of the dual-bus.

3. Each node establishes connection with equal adity to any other node on the dual-bus
in the case of “Peer-to-peer” model

Configurations were tested with short and long tersgth.

The summary of fairness results is shown in Tahk. B4. Results in the cells are averaged
from the 6 results (3 retry limits and two charatgécs) presented in Sections 3.4.2.3-3.4.2.8.

Short bus Long bus

KTH- | KTH- | KTH- [ KTH-S | KTH- | KTH- | KTH- | KTH- | KTH- | KTH-
CF LR RA CF LR RA S-CF S-LR S-RA

External unfair | fair fair fair unfair | fair very | unfair | fair very
unfair unfair

Client- very very fair fair very very very unfair | unfair | very
server unfair | unfair unfair | unfair | unfair unfair
Peer-to- unfair | fair fair fair unfair | fair unfair | unfair | fai unfair

peer

Conclusion | unfair | unfair| fair fair unfair| unfair| we unfair | fair very

unfair unfair

Table 3.4.14 - Summary of fairness study

Networks usingKTH-CF channel allocation algorithm arenfair. The unfair operation is due
to the following facts:

- Inthe case of short bus, nodes at the endseftiilal-bus are in a more favourable
situation even in the case of external load modslduse they are asked less frequently for
slots and consequently they have more free sloévérage. These nodes have lower
blocking probability and/or average connectiongpttime depending on the reallocation
retry limit.

- Active nodes influence the performance of thaighbours because of deterministic
channel request order.

- In case of long dual-bus, the average distanomfother nodes in the effective aféa
bigger for nodes at the ends of the dual-bus thanfor ones in the middle. This effect
mainly influences average slot request time, arttkitreases the difference between
middle and outer nodes. Due to this effect fairnesSKTH-CF does not degrade
significantly due to long distances.

2 |f nodei can ask slots from nodethen nodg is in the effective area of node
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Networks usingKTH-LR channel allocation algorithm arnenfair because two of the six
examined configurations areery unfair and four ratings areair. The main cause of
unfairness is that active nodes influence the penfince of nodes close to them. It is most
obvious from client-server network load configucati

KTH-LR is not very sensitive to the disturbing efteof longer distances. It is unfair in both
short and long dual-bus, but in the casdarfg busit has the best fairness measure among the
algorithms. The relatively advantageous behavisuilue to the closely even average distance
of nodes from other nodes within their effectivear

KTH-RA slot allocation algorithm is fair in the case diat bus-length. It isrery unfairin

the case of long bus-length. Though blocking prdlitgbis almost independent of inter-node
distance, slot request time is distorted due touheven average distance of nodes from other
nodes in the effective area. As in KTH-RA nodes askdomly from any other nodes, each
node is in the effected area of any node.

In the case of short bus-length, set-up-time chhalh@cation algorithms with status table, i.e.
KTH-S algorithms, ardair independently of the request order.

In the case of long bus, the variants of this aitjon have different characteristics according
to the request order. Closest first resultsvary unfairoperation. Random request order is
rated asunfair. In the case of closest first along the logicalg; the operation ifair.

The main reason of unfairness is:

- The further is a node from the middle of the btls longer is its average distance from
other nodes (averaging over all nodes). The biggarerage distance the bigger is the
delay of messages carrying free slot informatiamd ¢hus the less consistent is the status
table.

3.4.4.2 Aggregate Performance

It is shown in this section that algorithms withagis table perform better than the same
algorithms without tables with any parameter segin

It is also shown that blocking probability is indepdent of the bus-length although,
obviously, average set-up time increases as inbelerdistances are increased.

It can be concluded from simulation results thatfpemance characteristics in case sources
generate bursty traffic are worse than they arsnadoth sources. The biggest improvement is
0.31 ms in average set-up time (in the case of KRN-without status table, 90% offered
load) which is 43% compared to the case of burstyrse. The most significant improvement
in blocking probability is 0.07 at the same algbrnit and offered load.

The dependence of performance characteristics enugiper limit of the number of slot
allocation retries specified for a connection isabtudied in this section. It has been found
that in the case of higher loads (i.e. bigger t198%6) the increasing upper limit increases the
average connection set-up time and decreases thieleeking probability. The optimal retry
limit based on the exact curves, which depends lendffered load of the system, and the
demands on the network (blocking or set-up timm@re important) were also determined.
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3.5 Smoothing Algorithms

Based on the study of set-up time algorithms, twgportant observations were made in the
previous section:

- Asymmetry in the characteristics of client-to-ger and server-to-client directions at
client-server network load profile can result infain operation.

- Algorithms without status table are not optimizet the needed number of slot request
retries for a connection is high. In this subsextithese properties are discussed in detail.

The first subsection is devoted to the detailedcdipsion of these properties because these are
the motivations for new algorithms. The second s&gtisn proposes two new algorithms to
improve these properties. Then the effectivenegsroposed smoothing algorithms is shown
by simulation. Finally, the conclusions of the sentfollow.

3.5.1 Motivation

3.5.1.1 Asymmetry

Based on the evaluation of set-up time slot all@raglgorithms in Section 3.4, it is known
that nodes initiating calls more often than theesthhave better performance characteristics.
This effect is present at both algorithm types.(imh and without status table).

In a client-server network where clients have tteme offered load (client-server load
profile), this effect does not cause unfairness.ymsietry, however, between the
characteristics of client-to-server and serverdient directions of a bi-directional connection
always occurs.

In a different high level scenario, however, themsanetwork load distribution can be
obtained as the one used in the client-server netvpoofile. E.g. suppose that there is an
experienced user in the network (instead of theves®r who uses resources from many
computers, and all the others use the network ¢dten (instead of clients). In this case the
experienced user would have lower blocking prokigbénd average connection set-up time
than the others do. And it isnfairness

Instead of displaying blocking probability and sgi-time, in the following tables average

number of slot request retries - needed for a ss&fteé connection establishment - are shown.
Table 3.5.1 shows that value for KTH-RA algorithmtmout status table separately for the

client-to-server, server-to-client directions arite taverage for all calls. The averages are
calculated at different network loads. Table 3.5ws the same values for KTH-S-RA

algorithm. The parameters of nodes and hosts aredime as it was in Section 3.4.3.

Avr. # of retries 50% 70% 90% 110% 130%
Client-to-server |0.416 1.145 2.474 3.541 4.072
Server-to-client  |0.009 0.033 0.121 0.26 0.389
All unidirectional |0.213 0.588 1.255 1.696 1.842

Table 3.5.1 - Asymmetry of server-to-client andecli-to-server directions, KTH-RA-10 (without statiable)
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Avr. # of retries 50% 70% 90% 110% 130%
Client-to-server |[0.193 0.438 0.73 0.905 0.969
Server-to-client | 0.004 0.013 0.06 0.187 0.29
All unidirectional |0.099 0.226 0.395 0.547 0.629

Table 3.5.2 - Asymmetry of server-to client andecif-to-server directions, KTH-S-RA-10 (with statable)

It can be seen thatue to status tabléhe average number of retries is less than 1 atsb30%
offered load.Without status tabl@an average client node needs to request slots #ather
nodes to collect the slots for a uni-directionahoection to the server.

The asymmetry is also reflected in these numberg. & 50% offered load, a 46 times more
slot request are needed for client-to-server cotimechan for a server-to-client connection at
both algorithms. Though this ratio is lower at hegloffered load, it is significant there too.

As this phenomenon may be the cause of unfairnessalgorithm is needed that makes a
balance between the characteristics of very acive not active nodes.

3.5.1.2 Too many slot requests

In addition to asymmetry a possibisprovement opportunity of algorithms without statu

tablecan be seen in Table 3.5.1 and Table 3.5.2. Nunalbsiot requests needed to set-up a
client-to-server connection is very high even atdemte loads. It is 1.145 at 70% load, that
means that an average node asks slots for a sdatessnection more than once. According
to the simulation settings (Section 3.4.3.2) eashnection required 1 slot, so 1.145 is a high
number. The probability mass function of the samwedom variable (number of retries needed
for a successful connection) can be seen for cliergerver connections in Figure 3.5.1.
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Figure 3.5.1 - Probability mass function of numioéslot request retries during a successful coninaciet-up

It can be seen that algorithm with status table aggnto collect the slot without slot request or
with one slot request, as the probability of 2 ogher retries is very low. At the algorithm
without status table, if the offered load is as law 70% the probability that slots are needed
from other node is 100-55=45%.

In the followings smoothing algorithms are proposkdt are able to eliminate asymmetry and
improve performance due to distributing free slet®nly (or unevenly) amongst nodes.
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3.5.2 Description of Smoothing Algorithms

The goal of smoothing algorithms is to decrease €liminate) the need for slot allocation
during call set-up and to balance the charactesstif active and passive nodes. To reach the
goal smoothing algorithms are trying to distribditee slots amongst nodes according to their
loads. | proposed BCA algorithm in [J2] and SSA@iithm in [C1] to fulfil this goal. This
section describes both algorithms.

3.5.2.1 Background Channel Allocation Algorithm

Background Channel Allocation algorithrBCA algorithm) [J2, P1], transfers slots between
nodes in the background, independently of set-upuests coming from hosts. It is able to
work parallel with any set-up-time algorithms.

In the algorithm nodes regularly exchange free dedswith their direct neighbours along the
logical ring.

The goal of the exchangm the case of homogeneous network Idado distribute free
channelsevenlyamongst nodes. In order to achieve this goal, sazteeck regularly if there is
any difference between the number of local and meauring nodes' free channels. This
process provides that neighbouring nodes have yélagl same number of free channels at
any time instant, thus free channels are alwaysillisted almost evenly amongst nodes.

This idea can be extended to a real algorithm, Widonsiders the case of normal operation
when the load is different at each node. A priosiglue for buses in both directions reflect the
difference between nodes. That is, each node hpsiaity number for each bus, which
depends on the traffic load sent to the given bRsorities can be constant or can change
dynamically when adapting to the actual load of tieéwork.

Exchange of free channels depends on the valuered thannels and priorities. Node
initiates slot allocation with its ring neighbounedei+1 - if expression

|(free channels of nodg*(priority of nodei+1)-(free channels of node1)*(priority of nodei)| (3.5.1)

can be decreased by slot allocation. The amousiait to be transferred is determined so as
to minimize (3.5.1) and considering that only frelkannels can be transferred. Noidasks
slots from node+1 if the first term of expression (3.5.1) is belowet value of the second
term and it transfers slots if the first term isettmigher one. That is, in the case of equal
priorities, node transfers one channel to nodel if its number of free channels is higher by
2 than the ones of nodel.

Node i calculates expression (3.5.1) whenever a localnection was set up or released
(number of local free channels changed).

If the priority of a node is equal to zero thenistleft out from the ring. The next successive
node is the exchange partner instead. For exanipgheipriority of nodei+1 is O for one of
the buses then node2 is the partner of nodefor the allocation of free slots on that bus.

BCA algorithm is based on the comparison of the amtoof local and neighbouring free
channels. This is why it requires a very small sgatable where nodes keep a record of free
slots of direct neighbouring nodes on the ring. Medend administration messages to the first
upstream neighbouring node along the ring afterheeltange in the number of local free
channels in order to provide information for mainiag up-to-date tables.
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Priority defined above does not effect directly gnmount of bandwidth available for a node.
It is rather related to the possibility of settingp a channel without slot reallocation,
independently of the bandwidth used. This defimitiof priority can be used for optimising
the network utilization and channel set-up times.

Priorities can be dynamic and static as well. Ire tbase of dynamic priorities, a traffic
estimation procedure modifies the priority of thede. Estimators use parameters of previous
connections (e.g.: amount of required bandwidth ameérarrival times) to calculate the
current priority. If the characteristics of the fiia are known effective estimators can be
constructed. However, estimators can be built withpreliminary information about the
traffic. Dynamic priorities are not used in this awination, as offered load during a
simulation run was static.

The other solution is to assign static priorities modes where priorities are changed at
management level. In this case the basis of pgi@gsignment can be the role of the node in
the network or the price paid by the customer & tiode.

If priority is based on the role of the node, wenaassign higher priority to nodes connected to
servers or to switching nodes, and lower priord@gynbdes connected to clients.

If priorities are proportional to charges paid hystomers then it is a better solution to rewrite
expression (3.5.1) so as those priorities are capgbto the number ddll the channel®wned
by nodes.

In this case priority is related to the bandwidliat can be used by the connections of the node
without reallocation during set-up. If priority lsigh, many channels can be used without the
additional delay of slot reallocation. If slots tffie node are used by connections, then slot
allocation is required at every new connection et- This kind of priority usage is
appropriate for charged systems, because the cestarho pays more can build up more
connections without the delay of set-up-time sldib@ation. There are significantly fewer
channel allocations in this system compared todhe using the number of free channels for
calculating function (3.5.1).

3.5.2.2 Set-up-time Smoothing Algorithm

Set-up-time Smoothing Algorithm (SSA) [C1] is thmproved version of BCA. In BCA, slot
exchange is performed always between the same nodisdirect neighbours along a logical
ring transfer slots between each other in the bemlkgd. The advantage of this operation is
that nodes only have to store status informatioawdtiheir ring neighbours. However, it has
drawbacks too in real implementations. In certa@ses, distribution of free channels may
differ significantly from the priority distributionlf — for example — there are a few nodes with
very low activity between nodes that have many fsés and nodes that have high priority,
BCA does not transport free slots to high priomiydes.

In SSA, free slots can be exchanged between thiéegasf connections during connection set-
up and release procedure. The rules of slot exabharg the same as it is in BCA: nodes
transfer free slots if expression (3.5.1) can berdased.

Exchange partners of BCA are always different, 88A is aimed to improve algorithms
without status tables. Therefore, nodes add addtienformation into DCP Announce and
DCP Attach messages.

The SSA procedure during connection set-up is diesdrin detail below:
1. The sender node sends the number of its frets sidhe DCP Announce message.
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2. The receiver compares the number of its and eendde’s free slots.

3. a, Ifreceiver node should send slots accordin(3.5.1), it includes the number of slots to
be transferred into the DCP Attach message, art@ies a slot transfer procedure.

b, If sender node should send slots, the receiwts the number of slots it asks from the
receiver into the DCP Attach message. When the sereteived the DCP Attach
message, it initiates a slot transfer procedurd wie receiver.

Note that definition of sender and receiver nodéased on the data transmission roles (not
on the transmission of control information). As c@ations are uni-directional at DCP level,
one of the parties of the connection is always sendnd the others are receivers.

Operation of SSA algorithm can be described in #@ne way for connection release
procedure.

The main differences between BCA and SSA are sunz®adrin Table 3.5.3

BCA SSA
Who are slot request partners? neighboring nodwsgdbgical | parties of connections
ring
When do slot requests occur? any time during cotioeset-up and release
How to send information about | in separate messages in modified connection setrdp
the number of free slots? release procedure

Table 3.5.3 — Differences between BCA and SSA athars

3.5.3 Simulation Results
BCA and SSA algorithms were proposed to balancégperance characteristics of active and
passive nodes and to improve performance of the/owrkt.

The primary goal of this subsection is to examineather the above design goals of BCA and
SSA algorithms are fulfilled or not. The effectivess dependency on burstiness of traffic and
bus-length is also investigated.

3.5.3.1 Short Bus, Bursty Traffic

First, the short bus and bursty traffic case ismakaed. Both smoothing algorithms perform
best when using together with set-up-time slot cdiion algorithms. As BCA uses logical
ring during background allocation, it is appliedgiher with KTH-LR. SSA is used with
KTH-RA algorithm in the following study. Both KTH-R and KTH-RA algorithms have
tuning (Section 3.4.2.4), as it improves performance.

Performance

Performance of smoothing algorithms is simulatethwhe following configuration:
- Retrylimit = 10

- client-server load profile

- priority settings : nodes with any activity hateas priority, idle nodes have 0 priority
(separately for both directions)

Simulation results are displayed in Table 3.5.4] &me same data can be seen in Figure 3.5.2
and Figure 3.5.3.
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Blocking probability Avr. connection set-up timmg)
Load 50% [ 70% | 90%| 110% 130% 509 70%  90%  110% 13p%
KTH-LR 0| 0.004] 0.072| 0.258] 0.434] 0.321] 0.44) 0.686| 0.913] 1.047
KTH-LR+BCA 0 0| 0.072| 0.256| 0.434] 0.314] 0.39] 0.615{ 0.901] 1.071
KTH-RA 0| 0.005 0.077] 0.272| 0.455| 0.347| 0.471 0.706] 0.915 1.039
KTH-RA+SSA 0 0| 0.027| 0.228| 0.424] 0.28] 0.289] 0.451] 0.812] 1.008
KTH-S-LR 0 0| 0.018] 0.209] 0.411] 0.324| 0.369 0.437| 0.498] 0.521
KTH-S-LR+BCA 0 0| 0.022] 0.202| 0.409] 0.305{ 0.34] 0.427] 0.53] 0.576

Table 3.5.4 - Performance of smoothing algorithsisyrt bus, bursty traffic, bi-directional connect#o
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Figure 3.5.2 - Blocking probability of smoothinggairithms
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Figure 3.5.3 - Average set-up time of smoothingoaitihms

Simulation results can be used to define the appitm area of smoothing algorithms. The
most appropriate offered load range can be seledtbd effect of status tables can be seen.

Figures show that smoothing does not improve thggpmance of algorithms with status
table. Though a very small improvement can be reatio set-up time at 50%, 70% and 90%
load, at higher loads the performance of algorithmi¢h status table degraded due to
smoothing algorithms. The main performance gaismbothing algorithms is that they could
decrease the number of slot allocation retries rdefdr a successful connection. As figure
3.5.1 shows, the number of slot allocation retrigdow when status tables are present, so
there is no room for this kind of optimisation.

68



Chapter lll: Performance of Call Level Charactadstof DTM

Improvement of set-up time of algorithms withouatsts table is, however, significant if the
network is not overloaded. Among KTH-LR, KTH-LR+BCATH-RA and KTH-RA + SSA
algorithms the last one is the best. SSA algoriiermost effective in 50%-100% offered load
range. The highest improvement on set-up time 2560ns at 90% load and KTH-RA + SSA
algorithms. That is, SSA decreased average setm by 35 %. At 130% offered load, the
gain of SSA algorithm is only 0.03 ms. Less effgetranges of smoothing algorithms can be
explained with the followings:

- Above 100% load, "there is nothing to smoothé&. ithere are very few free slots in the
system.

- Below 50% offered load, “there is nothing to apike". i.e. there are many free slots in
the system.

Blocking probability of the system was decrease@ tlu SSA algorithm at each offered load,
but its effect is small. The highest improvementais90% offered load, where blocking is
lower with 0.05 (from 0.07 to 0.02).

The range between 50% and 100% offered load ismibst important one for well-designed
networks. If offered load is higher for longer timiae network is mis-dimensioned, and it is
not able to provide efficient services. Lower offdrload - for a long time - means that the
network is over-dimensioned and the operator parduhused bandwidth.

It is also interesting that at 50%, 70% and 90%eodid loads KTH-RA with SSA have nearly
the same performance as KTH-RA with status table.

Priority settings

In the previous section, performance was examinétl fixed priority settings. Now, it will
be shown how to find an optimal priority settings @dient-server configuration taking into
account the viewpoint cfymmetry and performance

Priorities of client nodes in this section are th@me as they were before. Priority of server
node, however, is varied between 50 and 0.05. Tiexieof priority settings on client--to-
server connections, server-to-client connectiors lairdirectional connections can be seen in
Figure 3.5.4 and Figure 3.5.5. The first item is H-RA algorithm without smoothing at each
offered load. At KTH-RA + SSA algorithm, the ratiof server priority and client priority is
displayed after the name of SSA algorithm.

0.6 4 - - -9- - - client-server
. 0,
E 05 - Offered load: 130% —8—server-client
% 04 4 o ——at— bi-directional
o) ’ |
o
g 037 —a_ 110%
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Figure 3.5.4 — Effect of priority settings on blank probability

69



Offered load: 130% -.-9--- client-server

—HB— server-client

1.
1.2 1 f 110% S

1 —p— bi-directional
0.8 - ™ \ 90%

Avr. set-up time (ms)

i 0.5-0-8°
8.2 © 5o A\r// w 50%
e -2 9 H*/A
0.2 1 El\g/a)a/%/u Bia—a«Ef%{i &e—e-a/@/g
0

w/o SSA |
SSA 50/1 |
SSA1/1 |
SSA1/2 |
SSA1/5 |
SSA 1/20 |
w/o SSA |
SSA 50/1 |
SSA1/1 |
SSA1/2 |
SSA1/5 |
SSA 1/20 |
w/o SSA |
SSA 50/1 |
SSA1/1 |
SSA1/2 |
SSA1/5 |
SSA 1/20 |
w/o SSA |
SSA50/1 |
SSA1/1 |
SSA1/2 |
SSA1/5 |
SSA 1/20 |
w/o SSA |
SSA50/1 |
SSA1/1 |
SSA1/2 |
SSA1/5 |
SSA 1/20 |

Figure 3.5.5 — Effect of priority settings on avgeaset-up time

First, let us take theviewpoint of symmetry vs. priority ratiogigure 3.5.4 shows that the
lower is the priority of server the closer is blaeg probability of client-server (uplink) and
server-client (downlink) connections. Blocking gblink connections decreases and blocking
of downlink connections increases when the priouty server node decreases. Blocking
probability of uplink connections, however, is alygebelow that of downlink connections.

Average set-up time of uplink connections can excdt of downlink connections at certain
priority ratios. The crosspoint of uplink and dow curves depend on the offered load of
the network. At 130% load downlink/uplink ratio 1320, at 90% load it is 1/1. Priority setting
of server node mainly influences the set-up timedofwvnlink connections. Set-up time of
uplink connections does not decrease in case ttvesbas lower priority.

Both figures show that priority is an effective ido balance the characteristics of nodes with
different load of connections.

The next question to answer iow performance of bi-directional connections dege on
priority ratio. Based on Figure 3.5.5, optimal priority is theeprwhich strengthen cache
effect, i.e. the higher the priority of server thewer average set-up time of bidirectional
connections is. Priority of server does not effect significantly the blocking probability
curve, except that blocking increases if the sehas too high priority.

3.5.3.2 Effect of Long Bus and Less Bursty Sources

Section 3.5.4.2 analyzed SSA algorithm in detatisTsection examines the effect of longer
bus-length and less bursty traffic sources. Mainfiguration settings are the same as in the
previous section:

- Retrylimit= 10

- client-server load profile

- priority settings : nodes with any activity hateas priority, idle nodes have 0 priority
(separately for both directions)

Long bus

Table 3.5.5 shows the performance of smoothing ritlgms. The same conclusions can be
drawn from this table as we obtained for short bdamely, smoothing does not improve
significantly (rather degrade) the performance lot sllocation algorithms with status table.
Set-up time of algorithms without status table, lewer, is decreased significantly in 50%-
100% offered load range. SSA improved slightly l{img at almost every offered load. The
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largest improvement of set-up time is at 90% oftetead: it is equal to 0.81 ms, which is
40% of the set-up time of KTH-RA algorithm. The ¢gast improvement of blocking is 0.05 at
70% and 90% load.

Load 50% | 70% | 90%| 1109 130% 50% 70%  90%% 110% 13P%
Algorithm Blocking probability Auvr. slot requestrtie

KTH-LR 0| 0.004] 0.07] 0.262] 0.438] 0.832] 0.977] 1.28] 1.572] 1.753
KTH-LR+BCA 0| 0.007] 0.075] 0.252] 0.441] 0.822] 0.885] 1.194] 1.54| 1.764
KTH-RA 0[ 0.005] 0.076] 0.273] 0.466] 0.994] 1.358] 2.04| 2.596] 2.933
KTH-RA+SSA 0 0] 0.025] 0.227] 0.427] 0.786] 0.808] 1.23] 2.325 2.89
KTH-S-LR 0 0] 0.018] 0.205 0.42] 0.835] 0.891] 1.004] 1.163] 1.251
KTH-S- 0 o[ 0.019] 0.203| 0.423] 0.81] 0.842] 0.99| 1.196] 1.315
LR+BCA

Table 3.5.5 - Performance of smoothing algorithfoag bus, bursty traffic

Poisson traffic

The last topic in this section is the effect of Btiness on the effectiveness of smoothing
algorithms. In Section 3.4.3 it was shown that Boistraffic sources are more convenient for
the network, as both performance characteristicprowved compared to WWW traffic.
Effectiveness of smoothing algorithms can be seeable 3.5.6 in the case of Poisson
sources.

Load 50% | 70% | 90%| 110% 130% 50% 70%  90% 110% 13D%
Algorithm Blocking probability Avr. set-up time

KTH-LR 0 0| 0.005] 0.202] 0.419] 0.266] 0.274] 0.388] 0.813] 0.999
KTH-LR+BCA 0 0| 0.007] 0.204] 0.418] 0.263] 0.268] 0.352] 0.832] 1.038
KTH-RA 0 0| 0.006] 0.219] 0.451] 0.263] 0.272] 0.398] 0.745] 0.878
KTH-RA+SSA 0 0] 0.001] 0.204] 0.43] 0.263] 0.263] 0.314] 0.854] 1.011
KTH-S-LR 0 0 0] 0.186] 0.413] 0.265] 0.271] 0.319] 0.438] 0.463
KTH-S- 0 0 o 0.185] 0.412] 0.263| 0.267| 0.307| 0.481] 0.518
LR+BCA

Table 3.5.6 - Performance of smoothing algorithsigort bus, Poisson traffic

Simulation results show that SSA algorithm is meféective at bursty traffic than here. SSA
decreased blocking of KTH-RA without status tableany load. It also decreased set-up time
below 100% offered load. When, however, offereddioa above 100% SSA and BCA
increased set-up time, so it is worth to switch sifftoothing when the system is overloaded.
The performance of algorithms with status tabladas improved with smoothing algorithms.

3.5.4 Conclusion on Smoothing Algorithms

Simulation results presented in Section 3.5 showeat asymmetry of set-up-time slot
allocation algorithms can be corrected with smoaghalgorithms and proper priority settings.
As set-up-time algorithms provide better service d&ative nodes, their priority should be set
to a smaller value.

The exact dependence of asymmetry on priority vaigelso worked out. . Simulation results
show that - in the case of client-server networkifiguration — blocking probabilities of the

down-link (server-client) and up-link (client-seryeconnection are equal if the priority of the
server is 1 and that of the clients is 20. The ptjoratio, where average set-up times of up-
link and down-link connections are symmetrical, deg@s on the offered load in the network.
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E.g. at 130% offered load the symmetrical servefitlpriority ratio is 1/20; at 90% offered
load itis 1/1.

Simulation also proved that adding smoothing aldonis to set-up time algorithms without
status table improves the performance of the DTMilehwus if offered load is between 50%
and 100%.

It can be concluded that based on average set-mg,toptimal priority is the one that
strengthens cache effect, i.e. the higher the piyi@f the server is the lower the average set-
up time of bi-directional connections is. Priority server does not effect so significantly the
blocking probability curve, except the case wher 8erver has too high priority. In this
special case blocking probability increases.

It is also shown that smoothing algorithms improtee performance of the system more
significantly if sources generate bursty data.
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Chapter IV: Message Level Characteristics of Multiplexing Methods

4.1 Introduction

DTM is anintegrated servicesetwork with512 kbps channel granularitysingfast circuit
switching

Due to its inherent circuit switched operation,gasces have to be reserved prior to usage and
they remain unused between bursts of informatiomrsB switching is only one of the
solutions to utilize the channel between burstsisTbhapter presents another solution:
multiplexing that allows multiple sources to tranisohata into the same DTM channel.

In addition to better utilizing the channel, mulgging can also decrease granularity of DTM
channels. This is important because the bandwidlidn BTM channel can change in relatively
big - 512kbps - steps (64 bit slots within 125 naiseconds long cycles), and a one-slot DTM
channel has 512kbps capacity.

Two multiplexing methods are proposed in this clespBoth of them support priority levels,
which enables the definition of quality of servicdasses. Sources with high priority can
transmit real-time traffic. Sources transmittingalaommunication traffic have low priority.

Though multiplexing can increase the utilization rétwork resources, it can also degrade
service quality provided to users if the networknst dimensioned appropriately. A thorough
analysis of the most important system charactessts also presented for the proposed
multiplexing methods in this chapter:

- For high priority sources - as they are assunwetave real-time behaviour- message
delay and delay variation are the most importararelteristics.

- Low priority sources - assumed to transmit dadanenunication traffic - are sensitive to
message loss and message delay. Variations inelag dre less important in this case.
Loss of messages can be caused by buffer overftowiltiplexers, so buffer length is
another relevant characteristics.

Consequently, it can be said that the distributiaistwo random variables are always
important in a multiplexing system:

- length of the queues (system content)
- queuing delay of messages (system time)

System content and system time random variablegesged in the dissertation. System
content is the number of messages in the serves fila messages in the queue. System time
of a message is the time it spent in the queue filaslelay due to its service (in the server).

The multiplexing methods to be presented are aealywith the means of discrete time
queuing theory. The goal of the analysis is to @bthe probability distribution of the above
characteristics. As the probability generating fiime (pgf) contains all information about the
distribution, my goal is to derive the pgf of thgstem time of messages and that of the
system content.

The chapter is structured as follows.
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In the first part of Section 4.1 the basic assuropsi of discrete-time queuing theory are
introduced. Then the need for multiplexing is iliceged through a simple example, where the
characteristics of the DTM channel serving a sirgpeirce are analyzed. Finally, the section
presents the proposed multiplexing methods.

In Section 4.2, three mathematical models are psegdor the first multiplexing method. The
relation between the models and the detailed aisabfsone of the models is also discussed. |
obtained closed formulas for the pgfs of the dismd characteristics, for their first two
moments and for the approximations of tail prob#épidistributions. Results are illustrated
with examples.

In Section 4.3, another multiplexing method is gmatl. Two models are presented and the
solution of the models is cited from the literature

Finally, the comparison of the multiplexing methdd#iows in Section 4.4.

4.1.1 Discrete Time Queuing Model
Before the analysis of the systems, the basicshef model used in discrete time queuing
discipline are introduced [BrKi93].

The time axis in discrete time queuing systemsivgded to fix length intervals, usually called
slots. In DTM the word "slot" is reserved to the-84 long time slot of a cycle, so the slot of
the discrete time queuing systems is referred to

- time-unit when generally speaking

- slot, cycle or frame when the time-unit is a slatcycle or a frame in DTM terminology
(see definition in Section 2.2.2, Figure 2.2.4).

The main properties of the queuing model used isdocument are the followings:
- When messages arrive they are stored in a bwifdr infinite length.
- The length of a time-unit is normalized to 1, @sually in discrete time models.

- Message arrivals are assumed to take place arttleof the time-unit, because in the
dissertation only the integer part of the systerarelateristics is examined.

- The service of a message that arrives in a timg-gtarts soonest at the beginning of the
next time-unit and lasts 1 time-unit.

Three types of variables are considered in theadiasion:

- system content (or system occupancy, queue lehgtfier length)
- unfinished work

- system time (or waiting time, message delay)

Unfinished work is the time needed to empty the sag®e queue. System time is the time
between the completion of the service and the atrof a message. System content is the
number of messages in the message queue includasgages under service.
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4.1.2 Performance Parameters of a Queue Servinga S  ingle Source

A simple system will be presented in this sectionshow the need for multiplexing methods:
a source with real-time needs that is allowed te tle whole bandwidth of a DTM channel.
In general, this channel consists ©&lots in a cycle. If the number of messages senthe
gueue in a cycle is a sequence of independent @etically distributed random variables, the
GI-D-c discrete-time queuing model describes theragion. The short notation Gl stands for
general independent arrivals in a time-unit, D me#mat the service process is deterministic
and c means that there argervers in the system.

The complete analysis of the Gi-D-c queuing systsan be found in e.g. [BrKi93]. The goal
of this section is to show the possible gain of tipléxing. Therefore, only a simplified model
is presented where the number of servers is 1 (&i}Por in other words the source transmits
in aone-slot DTM channel

The analysis of the system should start by the @toh equation for the queue length:

Ua = Uy -D)" +A, (4.1.1)

where the operat@® gives the value of the argument if it is greatbam O, otherwise it
returns 0. A is the number of messages arrived during ckcland U, is the system time at

the beginning of cyclé. The arrival process is a batch Bernoulli procesth general batch
size distributionB [MB96]. In other words the sequence @fa} is the sequence of

independent and identically distributed random aflés. In this case the sequence of
{u,} forms a Markov chain, therefore the stability critan for {U,} is E{A} <1.

The definition of the probability generating funmti of a random variabl is

X(2)=Y x(i) &' = E{zx} (4.1.2)

i=0
WhereX(z) is the pgf ofX, andx(i) is its probability mass functiom(i) = Prob(X =i) .

The pgf of system occupancy at random slot boumdacan be easily expressed from (4.1.1)
and definition (4.1.2)

_ @-A @M)AR)(z-1)

U2 - A2 (4.1.3)
The pgf of the integer part of system times () - can be written as
V(2= (l-f\ M) z(A(2) -1 414
A M(z-A(2)
The mean values are the first derivatives of theegating functions at=1 point:
: : AW : A @)
Up=AQ+——;V@Q=1+— 2 | 4.1.5
@ @+ 20-A W) @ =1+ A DA D) (cycles) (4.1.5)

The variances can be expressed from the first aadsecond derivatives at1 point:
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A1) . A 3A@?
Q-AQ) 31-A@®) 40-A @)

vafu}=U"@)-U @2 +U (1) = var(A) + ; (4.1.6)

vafv} = — A Q R A Q) - SA:‘ (l)j (1_2"4 (1)2) (4.1.7)
2AQA-A@D) BAQA-AQD) 4AD°A-A@D)
The tail of the probability mass function can bepapximated by an exponential distribution
that belongs to the smallest positive real pole iGlwhis greater than 1) of the generating
function. The tail of the mass function can be eegsed as (or approximated as) the sum of
exponential distributions. Furthermore, it can beswamed that at the tail the exponential
distribution belonging to the pole with the smatletbsolute value is dominating. The tail
probability of the system occupancy can be obtainsithg the results presented in [BSDP94,
BrKio3].

-Am)A-2) ., 1AM 4y
PU=nN=——7F"—"— ; PU>Ug)=-——— 0 4.1.8
U= ey 2 U>Vo== (4.1.8)
pv=ny= LTADA=2) , an _PU=M. oy 1ZAD oy, (4.1.9)

AQL-A(z)) AQ) A QL- A (z))

where zis the dominant pole of (4.1.3) and (4.1.4), théusion of equationz= A(z) .

4.1.2.1 Examples

Now, let we see three example distributions andcwiate the mean values and the tail
probabilities. Because there is a simple relatigmdbetween the system contents and the
system time (see (4.1.5) and (4.1.9)), only theéesystime is displayed.

We assume in all of the examples that the sequ&idbe number of messages arrived in
successive time-units is a sequence of independeit identically distributed random
variables. The first example is a Poisson proct#ss,second one is a batch Bernoulli process
with constant batch size, and the last examplebsatah Bernoulli process with uniform batch
size distribution between two values.

Poisson arrival
The pgf of the poisson arrival processi{g) =e’*?, and its peakedness - i.e. the ratio of the
variance and the mean value - is 1. Substitutitig {#.1.5) and (4.1.9)

2 —
A pUsUy - A g
2= 1) 1- Az,

Uu@=a+ (4.1.10)

Batch Bernoulli arrival with batch size L
The pgf of the arrival process is(z) =1- p+ pz-, and the peakednesskis L - pL

The expressions for the mean values and the tsitidution are
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1-pL z-1n

i 4.1.11
- plzt ( )

. L-pL ). __
u@-= pLEE1+ 2= pL)J' PU >U,) =

Batch Bernoulli arrival with uniform batch size dis tribution between L and K

The pgf and the peakedness of the batch Bernouiiva process with uniform batch size
distribution betweemn andK are

A(z):l—ZK:p+ZK:pzi andk = —=L —pZi (4.1.12)

i=L i=L pil i=L

The characteristics of the queue length can beesged as

« piiz—pZK:i 1- pZi

uQs= pZi L PU >U,) = —%zgl‘” (4.1.13)
T 21-p) i 1- pZiz'o"l
i=L i=L
Evaluation

Now, let us take concrete examples of the distiitma described above. The peadkedness is
also show next to the name of the distributions:

- Poisson procesx =1
- Batch Bernoulli process with batch size 30:30- p where p is the load of the queue.

- Batch Bernoulli process with uniformly distributdatch size between 30 and 90; from
(4.1.12) the peakednessks-644- p where p is the load of the queue.

Based on the tail probabilities two important paeders can be calculated. Though our model
assumes infinite buffers, it was shown in [BSDP34at the probabilityP(U >U,)is a good

estimation of the message loss probability of atéiqueue withu, +c size where c is the

number of servers (in this case 1). The sizes & BHuffers are dimensioned so that the
message loss probability should be below a cenaine. Figure 4.1.1 shows the required
buffer size if the maximum message loss rate i4.10
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Figure 4.1.1 - Dimensioning the queue length
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Figure 4.1.2 - Probability of too long delay

Figure 4.1.2 displays the ratio of messages haldnger delay in the queue than 10 ms.

If the source is bursty and delay sensitive therndad should be limited in order to keep the
delay below a certain level. In Figure4.1.2 it da@ seen that in case the probability that the
queuing delay is greater than 10 ms is specified@3, the maximum load limit for the batch
Bernoulli source with batch size 30 is 0.35. Thatthe utilization of the DTM channel is very
low.

We can conclude that adding sources with flexibéndwidth and delay requirements to the
same DTM channel can increase the utilization ef siistem.

4.1.3 Proposed Multiplexing Solutions

We learned from the previous section that the zdiiion of the DTM channel can be enhanced
if we multiplex low priority (LP) sources with thaigh priority (HP) delay sensitive source.

Two multiplexing solutions are proposed and analyaethe dissertation, where several LP
sources are multiplexed with a single HP sourcethla section the common properties of the
multiplexing methods will be summarized.

Both multiplexing methods leave the quality of tH€ connection unchanged. This statement
also involves that though LP sources can use thelwalth when the HP source is listening,
when the HP starts to transmit it does not havevt for the channel to become available. If
this switching from the LP sources to the HP sourceot fast then the delay variation of the
HP source increases.
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To keep the delay variation at a low level, it issamed in the multiplexing methods that HP
and LP sources use the same DTM channel duringviiele connection. No channel release
and establishment is done when one source takes theeright of the transmission from
another one. Due to this an additional addressieghad is needed to distinguish between the
transmitting sources. The addressing methods wilpbesented at the detailed description of
the multiplexing solutions in the following sectien

The management of sources using the DTM channehser and the switching time between
connections is shorter if sources are connectatiédsame node. The receiver hosts can reside
at different nodes, but in this case a node halisten to a common channel and to filter the
data of its hosts. The topology restriction is shmow Figure 4.1.3.

Y S N

E BN é
LP LP LP HP LPLP LP HP

Figure 4.1.3 - Sources of a DTM channel are coneg¢d the same node

A DTM channel can be shared in many ways. The fingthod to be discussed in Section 4.2
multiplexes LP sources using time division multiitey. The second method - described in
Section 4.3 - uses packet headers and trailersparste LP sources from the others.

4.2 Time Division on Two Time Scales with Priorities Multiplexing Method

In this section, a new multiplexing method is delsed and analyzed, which was initially
proposed in [C4], and further analyzed in [J1]. ®eetion is structured as follows.

First, the introduction of the so-called “time dsidn multiplexing on two time scales”
multiplexing method is presented in Section 4.2Then in Section 4.2.2, three queuing
models will be proposed that describe the operatiblow priority sources. In Section 4.2.3,
4.2.4 and 4.2.5 three parallel mathematical analyge given based on the presented models.
The last subsection compares the presented modséxon the mean values.

4.2.1 Description

In the time division multiplexing on two time-scales withiorities (TDM multiplexing)
solution, low priority sources are multiplexed mettime domain:

M successive cycles of the DTM channel form a frafeee Figure 4.2.1). Each low priority
source is allowed to transmit once in a frame. 8imach low priority source has its own
cycle, they do not share resources among themselvesonly high priority source belonging
to the DTM channel is able to transmit messagesvary cycles of the DTM channel; low
priority sources can only use ti" portion of the remaining bandwidth.
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Figure 4.2.1 - Concept of Slot, Cycle and Frame

An addressing method is needed to distinguish betwéhe transmitting sources. This
involves two tasks:

- distinguishing the HP source from the LP sources
- distinguishing a LP source from other LP sources

The distinction between the HP source and LP saursdased on a priority bit assigned to
each slot. If it is one then the slot contains HRtal else it carries LP data.

The receiver should also distinguish one low ptypsource from the others. As low priority

sources are multiplexed with TDM, the location detcycle within the frame identifies the
LP source.

4.2.2 Models

Figure 4.2.2 shows the queuing model of the systBach source has its own queue. Lines
show in the figure when sources are allowed tograit. The other signs on the time axis are
explained in Figure 4.2.1U,;  is the system content that belongs to low prio(jtyiority 2)

sourcei in cyclek and A;;, is the number of slots arrived to the low priorgyeue (priority 2)

of sourcei in cycle k. U,,is the system content that belongs to the high fisidpriority 1)
source in cycle.

Aoz —p U3k T X W ‘ 1 ‘ T \ . X
Asak —» Uyyy + * * +

A2,1 Kk —» UZ,l,k

A —»

Figure 4.2.2 - Queues in the TDM solution

The operation of a given low priority source is emgkndent of the other low priority sources.
The characteristics of the high priority source am@ependent of any other source. Thus, it is
enough to analyze one of the low priority sourcaed the results can be applied to all of
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them. That is, the analysis of the system can lepéified to two sources as displayed in
Figure 4.2.3.

Figure 4.2.3 - Queuing model of the TDM solution

To specify the details of the model, the time soalehe analysis and the traffic model of the
sources should be considered.

4.2.2.1 Times Scale and Traffic Model

The operation of the TDM solution can be modeledianee time scales:

- slot level, the length of a slot is ~100ns if ttetal bandwidth is 622Mbps
- cycle level, the length of a cycle is 1@8

- frame level, the length of a frame is 1ms if teeare 8 cycles in a frame

The choice of the time scale depends on the opmaraif the queue.

High priority queue is served once in every cycleit—is operating at the cycle level.
Therefore, its operation can not be described itihame level model. Even though the slot
level model provides better accuracy, it is basacdhanore accurate description of the sources,
i.e. the complexity of the model increases.

Low priority queues are served once in every framthey are operating at the frame level.
That is, all three models are appropriate for tlesatiption of the queues. Both the accuracy
and the complexity of the descriptions increaserialler time scales are used. The frame
level model is the least accurate and least complex slot level model is the most accurate
and most complex.

The analysis of the slot level operation is too qoex. The approaches are used in this work:
- Cycle level model — Cycle level model for botrettow and the high priority queues

- Frame level model — Cycle level model for the injgriority queue and frame level model
for the low priority queues.

Frame and cycle level models are illustrated inufegg4.2.4 and Figure 4.2.5.

Ti=1  Te=2M-1 T,=1 T,=3M-1 T,=1
= I 1 1 I ” I ||= = I 1 I 1 I 1 1 ” I 1 I == = I = I = I ||= = I 1 I i I = 1 »
| | | | | T Time
U, ~0 U; u>0 U; ou=0 Uy 30 Uy 4v>0 U; sm=0

Figure 4.2.4 - Cycle level model
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Figure 4.2.5 - Frame level model
Based on the description of the multiplexing systemwo new random variables can be
defined for each low priority source.
- length of the availability interval (or A-time) Fa
- length of the blocking interval (or B-time)Ts

The availability interval is the number of successtime-units (cycles or frames) when the
output channel is open for the low priority sourddlocking interval is the number of
successive time-units (cycles or frames) when thgot channel is blocked for the source.
Figures 4.2.4 and 4.2.5 display the availabilitydanlocking times of the first low priority
gueue. Because low priority sources are multiplexath time division multiplexing, the
length of the availability times is always one tiroeit (cycle or frame). Availability intervals
occur when two events coincide:

- the high priority queue is empty
- the chosen low priority queue is allowed to tramits

The distributions ofT, and Ts random variables are important because two ofgheuing
models to be presented are based on these valgt=ad of the distribution of the arrival
process of the high priority source.

In the case of theycle level modelthe evolution equation for the system occupantihe
low priority queue is

N {(U 2ik —@=Up)")" + Ay if k=Mn+iwherenistheframenumber(integer) (4.2.1)

Ugjks = )
SV 2ik T Aok otherwise

with the notations of Figure 4.2.2.

In the case of thérame level modelhe evolution equation for the length of the Igwniority
gueue is

Uginn =WUgin=@-Ug0)")" + Ay (4.2.2)

where U,  is the length of the low priority queue (priority) 2f sourcei in framen and
A, ,is the number of messages arrived to the low ptyoqueue (priority 2) of sourcein
framen. U,; is the content of the high priority queue (priority in the cycle of sourcé
within framen.

Each description has its advantages. The resuliimdd from the cycle level approach can be
used when the TDM multiplexing method is comparedanother technique in Section 4.4.
Using the frame level description, two models (iacBon 4.2.6) of the TDM multiplexing
method can be compared.
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The next factor to be considered is the arrivalgasses. Traffic models can be grouped to two
main categories: independent and non-independertb.

Independent arrival assumes that the sequence @fnthmber of messages arrived in
successive time-units is a sequence of independewot identically distributed random
variables. Due to these properties the queue leagththe number of arrived messages in a
given time-unit (e.g.: cycle) are mutually indepentl random variables. That is, the queue
length in a given cycle only depends on the arsval previous cycles that are independent of
the actual arrival.

Non-independent arrival models are analyzed in ie.¢gBrKi93] assuming correlation in the
arrival process. In those models the queue length tae arrival process are correlated that
makes the description of the system more difficult.

4.2.2.2 Applied Models

Three models will be presented to describe the afi@n of the TDM multiplexing method.
This section shortly introduces them. The detaieddels are discussed in the following
subsections (Sections 4.2.3, 4.2.4 and 4.2.5).

In the first model, which is called thenterrupted server model with uncorrelated
interruptions(later: uncorrelated model), it is assumed that the number of messages a low
priority queue can serve in successive frames fareequence of independent and identically
distributed random variables. This criterion yielo®re restrictions on the arrival process of
the high priority source. That is, the model carlyone applied to systems where the high
priority source can be characterized aBexnoulli source. In the dissertation, only theean
values of the system content and the system time areusised, but in the general case of
multi-slot channels The generating functions of these measures gpeessed from the third
accurate model for single-slot channels.

The advantage of this model is due to its simpyicit
- multi-slot channels can be analyzed

- the system time and system content can be expdedggectly from the parameters of the
arrival process

The weakness of this model is that
- there is a strict restriction on the arrival pess of the high priority source
- only the frame level approach can be used, wisaliot accurate

The second model describes the operation of lowrpiyi sources with the GI-G-1 queuing
model (later:GI-G-1 model). GI-G-1 is a basic discrete-time model with segserver,
infinite waiting room, independent arrivals and iardry service times [BrKi93, Hun83].

The service time — i.e. the time a low priority nsage spends at the first place in the queue —
of low priority messages is upper bounded with taedom variable that is the sum of an A-
time and a B-time. A-time is deterministic and Bae is i.i.d. r.v. if the arrival process of the
high priority source is independent. Therefore, stitbting the real service time with the sum
allows us to apply the GI-G-1 model.

The main weaknesses of the model are:
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- itis only an approximation
- it can be applied to one-slot DTM channels

- ina general case the distribution of the blogkinterval should be numerically calculated
from the arrival process of the high priority soarc

Its advantages are:
- each source can have general independent adistlbution
- can be applied to both cycle and frame scale niede

The third model is based on theterrupted server model using the distributiontbé length
of the availability and the blocking intervals dfé output channgBrKi93, Bru84, Bru86]
(later: AB model). In [BrKi93], the general model is analyzed whdreth A-times and B-
times can have general independent distributiorthtncase of TDM multiplexing method, a
special case of this model can be used, so | wds #ab calculate the pdf of new system
characteristics (system time, unfinished work) idddion to the ones already published
elsewhere (system content).

The advantage of this model is its generality:
- the arrival process of the high priority trafftan begeneral independent
- the results can be applied to both frame andecievel models

- the generating function, and thus also the momémiean value and variance) and the tail
distribution, can be obtained for the system cotgesystem time and unfinished work
variables

The weakness of this model is that
- only single-slot channel can be analyzed

- ina general case the distribution of the blogkinterval should be numerically calculated
from the arrival process of the high priority soarc

4.2.3 Interrupted Server Model with Uncorrelated In  terruptions

The first model is callednterrupted server model with uncorrelated intertigms. It is
assumed in the model that an independent idenjidétributed process interrupts the service
of low priority queues.

The mean value analysis of a queuing system isriestt in [GyPa96], which is based on the
assumption that the number of served messagesirperunit is independent and identically
distributed random variable. This system has urelated interruptions because the
probability that no messages are served in a timie-i8 independent from the past of the
gueue. Lemma 1 summarizes the conclusions takem fl@yPa96] without presenting the
proof.

Lemmal

Consider a system whose evolution equation hagottma of

Upa =U,-Cp)" +A, (4.2.3)
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where U ,is the system content in thé frame, A, is the number of messages arrived during
then™ frame andc, is the number of served messages indhéame.

Assume thata,and C,, are independent identically distributed randomiaales.
With the above assumptions the mean system contenbe expressed as

R e

Now we should show when Lemma 1 can be appliedh® description of the low priority
queues in our system.

Let us generalize equation (4.2.2), which is thelation equation of our system, to the case
when the capacity of a channel can be more thatehdted by).

Ugina =WUgin=(€=Ugin))" + Ay (4.2.5)

Equation (4.2.5) can be converted to the form of2(8) if (c-U,;,)*is independent and
identically distributed. It means that the,; , random variable, which denotes the system

content of the high priority queue in th® cycle of framen , should also be independent and
identically distributed. It only stands iho queue builds upin the high priority queue
(messages are served during 1 cycle). That isnthaber of high priority messages arrived in
a cycle should be less than the capacity of thennkl(). A batch Bernoulli process with a
batch-size less thanfulfils these requirements.

With these assumptions we can write that
P(ALi,n >c)= P(ULi,n >c)=0.

Then follows thate{(c-U,; )" }= E{c-Uy; .} = c - E{U,} = c - E{A} .

So the mean value of the system content is

U, )= B le-Elah +varay
Y de-e{a)-Ea))

E (4.2.6)

for low priority sourcei. It should be noted that the unit afis message/cycle, while that of
A,; is message/frame.

Due to Little’s theorem the system time is

_ E{U 2,i} _1- E{Az,i}+V5‘r{A2,i}/ E{AQ,i}
=l ea} 2e-g{al-ga))

(4.2.7)

4.2.4 Approximation using the GI-G-1 queuing model

Let us recall the assumptions of the Gi-G-1 model.
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- the arrival process characterising the souraggeiseral independent, i.e. the number of
messages entering successive cycles are indepesmtidentically distributed (non-
negative integer) random variables

- the service time of each message is general iadéent
- there is one server in the system

In order to apply the Gi-G-1 to our system, we shibshow that the above three assumptions
are true.

To fulfil the first and the third criteria, it shdd be assumed that the arrival process of the
observed low priority source is general independeand that the DTM channel consists of
one slot in each cycle.

The second criterion, however, needs more attenfidre service time should be defined as
the time a message spends at the first place ifotlveoriority queue plus the time spent in the
server (which is the availability time: one cyclélhis service time {s) is always less than

the sum of a blocking intervalrg) and an availability interval¥,) because

- Ifthe queue is not empty when the observed mgssarives, the message reaches the first
place in the queue right after an availability intal, and it leaves it when a blocking and
an availability intervals have elapset,, =T, +T,

- Ifthe queue is empty when the observed messagees, it reaches the first place
immediately. It is there for the remaining parttbe current blocking interval plus an
availability interval. Tg < Tg + T,

Consequently, the service time is not an indepehdandom variable. However, it can be
replaced with random variabls =T; +T,, which is its upper boundsS is an i.i.d. random
variable in our system becausgis constant (1cycle long) ant is i.i.d. if the arrival process
of the high priority source is i.i.d..

The next question is how to expreSswith know variables. The distribution of availaiby
times is given (they are always 1 cycle long). Tleagth of the blocking interval should be
expressed from the arrival process of the high fityosource. Now the derivation of these
expressions is postponed, they are addressed io8ec2.5.

The pgf of the system time and system content fog Gi-G-1 system are described in
[BrKi93]. Here only the final results, which are @ned in [BrKi93], are shown using the
notations of the dissertation.

Generating function of the system content, whiclobgs to low priority sourcei and
observed at random cycle boundaries(2) ), has the following form:

_b-A 05 0)uz-y s, 2)
2- (A, (2)

U,i(2) (4.2.8)

Generating function of the integer part of the systtime of low priority sourcé (V,;(2)) is

- A, 005 O] 0z-1 52 - Ay, (S(2)]

Vyi(2) = ‘
Ay, () - S(2) 2 Ay, (S(2)]

(4.2.9)
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where S(z) is the generating function of random varialsle

In the next section, a model in which the systenareltteristics can be computed accurately
will be presented.

4.2.5 Interrupted Server Model Using the Distributi ~ on of the Length of the
Availability and Blocking Intervals of the Server

4.2.5.1 Introduction

Applicability

The third model, which is called later as AB modisl,also based on the distribution of the
length of the availability and blocking interval$ e service process. The model of the TDM
multiplexing method is a special case of the geheradel, which is presented in [BrKi93],
because here the length of the availability intériga always 1 time-unit. In the TDM
multiplexing method the independence of the B-timekich is due to the independence of
the arrival process of the high priority sourcdpels the application of the AB model.

Background

The most general interrupted server model, whicls Wwased on the length of availability and
blocking intervals and which assumed general indepat A-times and B-times, was
published in [BrKi93]. It derived the probability emerating function ofsystem content
[Bru84, BrKi93]. Several other articles discussegstem content in special cases, e.g.
assuming Markovian server interruptions or georngetrA-times [Tow80]. Delay
characteristics, however, were studied only in vepgcific cases. Because there are only a
few papers dealing with delay in the literaturestart overview about them is given below.

Delay was examined in connection with a speciakcakthe model where both A-times and
B-times were deterministic in many papers, e.gB9%, SB92, RZ88]. This case occurs in
STDMA systems, where several users share the lagacity so that they use one or more
slots in a strictly periodic way.

The probability generating function of the delayafandomly chosen packet was expressed
for geometric A-time and general B-time distributin [LaBro4].

[Sha81] also obtained the delay characteristics Roisson arrivals using continuous-time
models.

[RT89] discussed the delay of a system that is veiilar to the multiplexing method
described here. The paper analyzed priority-bas@MA schemes. Non-preemptive and
preemptive resume scheduling disciplines were emathi and the pgf of the delay of
messages was expressed.

The main difference between the TDMA systems in #RT and the TDM multiplexing
method presented in the dissertation is that hexkeml low priority sources are multiplexed
also with TDM. As a result, low priority sources and the high pity source operate at
different time scales
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In this section, it will be shown that the probatyilgenerating functions of system content
and unfinished work can be obtained for the TDM tipléxing method.

Section outline
The remaining part of this section is structureda®ws.

In Section 4.2.5.2, system content is analyzedstFithe probability generating functions is
expressed based on [BrKi93]. Then the mean, vaeamod an approximation for the tail
probability of the system content is derived.

In Section 4.2.5.3, the unfinished work of the Igwiority queue of the TDM system is
analyzed. The generating function is expressedased form, which can be further analyzed
to express other system characteristics.

In Section 4.2.5.4, the generating function of thystem time of low priority sources is
derived for the TDM system. Its mean, variance andapproximation for the tail probability
distribution are also expressed.

The results of Sections 4.2.5.2-4 are based onlisteibution of the length of availability and
blocking intervals. If we know only the arrival pcess of the sources then a link should be
found between B-time distribution and the arrivalopess of the high priority source. In
Section 4.2.5.5, it is shown how to calculate thetribution of the length of the blocking
intervals.

Finally, in Section 4.2.5.6, the applicability c#sults is illustrated with an example.

4.2.5.2 System Content

A general generating function formula for systerntmt is derived in [BrKi93]. In this
subsection a short proof is described for the pgifilar to that of [BrKi93] for theT, =1 case.

Then the most important characteristics are exged®m the generating function.

Definitions and Notations

The final goal of the derivation of the generatifgnction is to get an expression for the
system contenih an arbitrarily chosen time-unitwhich is denoted by(z). As it shown later,
however, conditional probabilities should be usadindg the derivation because the system
content could be expressed under certain conditions

Denoting conditional probabilities with standard taions would result in very long

expression. Therefore, the conditions of conditiqggr@babilities are shown in the indices. In
order to avoid confusion, indices denoting the ptioand the identity of the low priority

source are omitted during the derivation.

The most important conditional probabilities ar@sim below:
P(U =ultime- unitisin anA -time;L, = j, P=k) = P(U 5 j =U)
U (4time- unitisin anA -time;L, = j, P =k) =U ;,(2)

whereL, is the length of the A-time ang is the position of the observed time-unit withimet
A-time. The conditioning, consequently, means ttet observed time-unit is in an A-time,
which has a length df.=j (in our casg=1), and the time-unit is th" within the A-time.
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A special notation is used for the=0 case, which denotes the time-unit just before first
time-unit of an A-time (actually it is the last tieaunit of a B-time). Because both the length
of A-times and the length of B-times are indepentdeendom variables, the conditional
probabilities belonging t&=0 are independent of the length of the A-time){

PU = u|time- unitisinanA -time;L, = j,P=0)=PU = u|time- unitis justbeforeanA -time)= P(U 5, = u)
U (z|time- unitisin anA -time;L, = j,P=0)=U (z|time- unitis justbeforeanA -time) =U (2)

Another special notation is used, when the conditmly specifies that the observed time-unit
is in an A-time:

P(U = Utime- unitisin anA - time) = P(U, =u)

U (4time- unitisin anA - time) = U, (2)

The corresponding notations are applied also famies:
PU = u|time- unitisinanB - time;Lg = j,P=k) =P(Ug;, =U)

U (4time-unitisinanB-time;Lg = ,P=k) = Ug, (2)

wherelLg is the length of the B-time and is the position of the observed time-unit withimet
B-time. The conditioning, consequently, means ttieg observed time-unit is in a B-time,
which has a length dfs=j, and the time-unit is the" within the B-time.

The special notation for the-0 case is:

PU = u|time- unitisinanB-time;Lg = j,P=0)=PU = u|time- unitis justbeforeaB - time) = P(Ug 4 = u)

U (z|time- unitisinanB-time;Lg = j,P=0)=U (z|time- unitis justbeforeaB - time) = Ug 4(2)

The special notation, when the condition only sfiesithat the observed time-unit is in a B-
time, is:

P(U =ultime- unitisin aB - time) = P(Ug =u)

U (4time- unitisin aB- time) =U 5(2)

System time and unfinished work are denoted \byand W, respectively. During their
derivation the same indexing is used, therefore riteaning of indices are summarized in
Table 4.2.1.

Index Condition

no index Time-unit is arbitrarily chosen.

Aj,k The observed time-unit belongs to an A-time, whigsh units long. The
position of the time-unit within the A-time ik

A0 The observed time-unit is just before an A-time.

A The time-unit is arbitrarily chosen, but it belonigsan A-time.

B,j,k The observed time-unit belongs to a B-time, whish uinits long. The
position of the time-unit within the B-time ik

B,0 The observed time-unit is just before a B-time.

B The time-unit is arbitrarily chosen, but it belonigsa B-time.

Table 4.2.1: Notations

P,(z) and Psy(2 denote the generating function of the length oftilkes and B-times,
respectively.
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Derivation of the generating function
As it is shown in Appendix A, we are able to expses,;,(z) and Ug;,(2) generating

functions at any validg andk pairs. Based on the theorem of total probability pgf of system
time is the following, assuming that the arbitrgichosen time-unit is in a B-time:

P(UB:u):Z

ZP(U Bk =UWP(Kg =k Jg =) (4.2.10)
j=0

j
k=1

whereKg is the position of the arbitrarily chosen time-umithin its B-time, andJs is the
length of the B-time that the chosen time-unit beje to. The second factor in the argument
of summation can be decomposed to known probadstiti

P(Kg =kiJg = }) =P(Kg =KJg = ) [P(Jg = ) (4.2.11)

The probability that the position of the arbitrgrichosen time-unit within its B-time i&
P(Kg =k|lJg = j) equals tol] if the length of the B-time ig. The reason is that the random

variable is equally distributed on the [1,]] intexy

The probability that the length of the B-time ofetmandomly chosen time-unit equalsjtes
different from the distribution of an arbitrary Bate’s length. It is proportional to the length
of the interval and to the probability that length an arbitrary B-time ig, which is denoted
byP(T; = j) . Note that we assume that we chodsem the time-unit@ccording to a uniform

distribution andnot from the B-timesThe formal proof for the distribution below careb
found in [BrKi93, page 20] and in [Kle75].

. jP(Tg = j
PJg =j) = J E(TTB 1) (4.2.12)
B
And now, (4.2.11) and (4.2.12) can be combined amboistituted to (4.2.10):
1 & .

PUg =u) = PUg i, =UP(Ts =j) (4.2.13)

B E{T—B}';é B,j.k B
After z-transformation we obtain that

1 .
Ug(2) = Ug  (2P(T5 = j) (4.2.14)
B _{_}_E T ;é B,j.k B

As the length of all A-times is 1, the mass functiand generating function of the system
content in an arbitrarily chosen time-unit of antiye is

PUA=U)=PUpy =u) andU A(2) =U o11(2) (4.2.15)

From (4.2.14) and (4.2.15) the result for the pgflee system content in an arbitrarily chosen
time-unit can be expressed:

_ 1 E{Ts}
U(Z)—mUA(Z)*'ﬁT—B}U s(2 (4.2.16)
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where the weight 004(z) is the fraction of time during which the output thfe observed low
priority queue is available and the weight Of(z) is the fraction of time during which the
output is blocked. The{T,} =1 condition is included in equation (4.2.16).

Now, we know how to expresd(z) from U,;,(2) and U, (2). The derivation ofu ,;,(2)
andUg ;,(2) can be found in Appendix A. The result is:

(z-) W10 O)TA2)
2= P (A(2)) A(2)

Ug,jx(2) = A% if jzk 4.2.17)

AD)(Z-DW 540 (0)

(4.2.18)
z-Pz(A(2) A(2)

Uann(2=

whereu 5,5 (0) =1- 1+P; ) A ()

Now let us express 5 (2) from (4.2.14) and (4.2.17)

© J U [A(2) [P, (A(2)) -1
B B

=0 k=1

U(2) can be expressed from (4.2.18) and (4.2.19):

U a0 (0)A(2)(1- 2)[1- A(2)P5 (A(2))]
[+P; 0] fA2) - 1]z - A Py (A))

U(2) = (4.2.20)

We can see that the pgf of the B-time lengt(z)is always multiplied withz. It can be
interpreted such that a random variable, whicthis lEength of an A-time plus the length of a
B-time, appears in expression (4.2.20). Therefave, can rewrite (4.2.20) using the new
random variable sS=T,+T,=1+T,. The relation of generating functions is
S(2) =P, (2) (Ps(2) = zR(2) . Using again the indices indicating the prioritgcathe identifier of
the source, the following is the pgf of the systamntents of a low priority source in an
arbitrarily chosen time-unit:

_1-SOA O A@ -2 HL-S(Ay (D)

(4.2.21)
s [A@-1dz-sA, 2)

U,i(2

Now, that the description of derivation of the pgff system content is finished, | analyze this
eguation and express the most important systemeckeristics.

Mean and variance

The moments of the probability distribution can bbtained from the derivatives of the
generating function in the = 1 point.

Themean valueof the system contents for any low priority souise
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A, ol @+ )+ A, ol+r of

Upy@=Ay @+ ‘ ‘ ‘ (4.2.22)

20+ Py @)L~ Ay, @ T+ P @)
With other notations this expression can be writhsn

S daJels K9

i : +
E{Uz,i}:E{AZ,i} 1, B :E{Az,i}EEE"'AZI—J (4.2.23)
2 oh-el{gE{a)) 2 2h-E{gE{A})

wherek is the peakedness of the argument. Peakednessfiised ask{X} = V;'{r{;(}}. Other

substitutions areg{s} = P, (1) + Py (1) =1+ P (1) ; va{S} = va{P5} = P; (1) + P; (1) - P (1)2

The expression for the mean system content isivelgtsimple. It contains only the first two
moments of the distribution of the B-time lengtmdmm variable and the first two moments
of the number of messages arrived from a low ptyosburce during a time-unit.

When the system is overloaded, the queue is nevgatg so the time between the departure
of two messages from the queue is equaktdhe arrival intensity is alwaya,; and there is
one server in the system. So the stability criterif the system iss{S}E{A,;}<1. The same
conclusion can also be drawn from expression (82.Because the system content yields to
infinity when E{S}E{A,;} goes to 1.

Thevariance can be also obtained from equation (4.2.21).

28 0 +3A, @ _3A, M7 20" +30 ,  3of

vat{u 2'i} = var{Ag,i } - oA, () 4A,; ()2 60 (L+0) 4(0' a+ o'))z

(4.2.24)

where o(z) =1- A; (2) (P; (A, (2)), and o0;0';0" are the first second and third order derivatives
of o(z at z = 1 point, respectively. The proof of expression (248 can be found in
Appendix B.

Tail distribution

Thetail of the probability mass function of the system content is very important because it
can be used to calculate the probability of haviogger queue than a specified value. In
many practical situations, the tail of the massdion has exponential distribution. Theorem
1 proves that this is the case for the system auraé any low priority source if the conditions
of stability are fulfilled. It also gives a formulr the tail of the mass function.

Theorem 1

If the stability criterion is fulfilled, the tail & the probability mass function of the system
content of low priority sourcécan be expressed as

(A @ T+ PE @) -1) 08y, (20) - 2,)? o @225

PU, =n)= :
1+ Py @) o Ay, (20) -1 T A, (20) TPo (s (20)) + Ay (20)P5 (A (20)))

2,
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wherez is real pole of generating function (4.2.25) withe smallest absolute value outside
the unit circle.

Proof:

As U,,(z) is the generating function of the system contenis analytic inside the complex
unit circle, which also involves that the absolutalues of its poles are greater than 1. In
[BSDP94] it was shown that if the generating fupctiX(z) of the integer valued random
variablex has one positive real pole outside the unit cilel it has the form

W(2)

X(2) = Y (4.2.26)
whereW(z) andY(z) are polynomials then
Probx = n] O—cz;"* and Probx > n] Dﬁ [z;"? (4.2.27)
wherec= \\/(VEZO; and z, is the positive real pole 0k (z) with the smallest modulus.

z,

Now, let us introduce the notation$(z)=A,;(2)-1; G(2)=z-A;;(2)P:(A,;(2)), SO the
denominator ofJ,(z) is @+ P; 1)F(2)G(2).

First we prove thatJ,;(z) has exactly one positive pole outside the unitleirdor this it is
enough to show thak(z) has no positive real zero ar@(z) has exactly one positive zero
greater than 1, and at this value the numeratay.o) can not be 0.

SinceF(2) :i P(A,; =k)Z" -1
k=0

F'(2)= i P(A,; =k)kZ*! >0 if z>0. (4.2.28)
k=1

DuetoF@ =0 and F'(z) >0 Oz > 0 the generating functiof(z) has no zero greater than 1.

Differentiating the other tern®(z) we obtain
G'(2) =1- A, (2)(Ps (A, (2) + Ay (AP (A, () (4.2.29)

At =1 it becomesG (@) =1- A (1)(1+ P,;(l)) which is always greater than zero because the

assumed stability condition for the systemtis A, (1)(1+ Py (1)). For the second derivative of
G(z)

251 (D) Ps (Ao () + Aoy (9P (A (2))+

G@=(y " .
Aoy (22 (2P5 (A (20) + Ao, (P (A ()

) <0, 0i>0 (4.2.30)

because all values inside the brackets are positive O.
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It means thatG'(z) becomes negative for sufficiently largeand there is another zero 6f{z)

in addition toz=1. It also means that there is exactly one real-gdlzero of the denominator
of U,,(z). For this zero denoted lyy it holds that

Zy = Ay (29)Ps (A (2)) and 5 >1 (4.2.31)

The numerator ob),;(z) at z=z takes the value

(- 1+ P )As; @), (20)(0- 20)(1- Ay (20)Pe (A (20)) (4.2.32)

which is strictly positive due to equation (4.2.3NNow we can state tha is a real valued
pole ofU,(2).

Now only parametect is remained to compute in the approximation of taiobability. The
derivative of the denominator af,,(z) at z=zis

L+ r0)F (26 (2 (4.2.33)

The numerator 0b),;(z) atz=zis

(A, @ e+ By @) - 1)y (20) - 2)2 (4.2.34)

Now from equation (4.2.27) we can express (4.2.28)ich is our result.
d

We obtained a simple exponential approximation tbe tail distribution of the system
content. If low priority sources transmit data fiafthe tail probability distribution is the most
important characteristics because it can be usatim@nsion the buffer size in order to keep
the message loss probability below a certain level.

Now, we have the mean, the variance and the tailbpbility distribution for the system
content. We can proceed to the analysis of othetesy characteristics.

4.2.5.3 Unfinished Work

The next random variable to study is unfinished kawhich the time (number of cycles or

frames) required to empty the queue. This meassiret as important in practice as system
content and system time are, but it has a defipitysical meaning: the time until the low

priority queue contains messages after the timeiriswhen the arrival process is stopped.
The results of this section are also used durirgdhrivation of the generating function of the
system content.

Definitions and Notations

The equilibrium generating function of unfinishedork in an arbitrarily chosen time-unit

(denoted by\2)) is derived so as with system content, therefdre $ame indexing is used.
That is, indices indicating the priority and theeiatity of the low priority sources are omitted
until the final generating function is obtained simplify the expressions. New indices are
introduced, according to Table 4.2.1 to show theditions, which apply to the generating
functions. A few examples are shown below:
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PW = \A,itime- unitisinanB-time;Lg = j, P=K) = P(Wg , =W)
W(z|time- unitisinanB-time;Lg = |, P =k) =Wy, (2)

wherelLg is the length of the B-time and is the position of the observed time-unit withimet
B-time. The conditioning, consequently, means ttieg observed time-unit is in a B-time,
which has a length dfz=j, and the time-unit is the" within the B-time.

The special notation for the=0 case is:

P(W = wjtime- unitisin aB- time; Lg = j, P =0) = P(W = wjtime- unitis just beforea B - time) = P(Wg = W)
W(Ztime- unitisin aB - time; Lg = j, P =0) =W(Z]time- unitis just beforea B - time) = W, (2)

The special notation, when the condition only sfiesithat the observed time-unit is in a B-
time, is:

P(W = wtime- unitisin aB - time) = P(Wg = W)

W(Ztime- unitisin aB - time) =W (2)

The same definitions can be written for A-times.

Derivation of the generating function

First, the pgf of the conditional unfinished worleed to be expressed assuming that the
position of the time-unit and the length of the mmsponding A-time or B-time are known.
That is, first we are looking for th&, ; (2 andw;;,(2) conditional generating functions for

all valid j andk.

After unconditioning is done in the same way aswhdor system content, the unfinished
work can be obtained for an arbitrarily chosen tiont.

1 Sy .
W (2) —E{T—BTFZO;WB, k(@ P(Tg = ) (4.2.35)
W (2) =Wa11(2) (4.2.36)
W@ =)+l ) .2.37)

Y= S BT = 8
The first step is to express the, ; , () generating functions.

0 if UB,j,k =0

Wgjk = el (4.2.38)

l+j—|(+ 1+T ) if Ug;,=1
B,i B,j,k
i=2

The expression for the ;, >1case has two parts:
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- The first part @+ j -k ) means that the first message in the queue hastbfor j-k time-
units (the remaining part of the current blockingripd) until its service starts, and the
service itself takes 1 additional time-unit.

Us,jk

- The second part Z L+Tg,;) - means that the service of the next messagesaimtieue
i=2
takes 1 whole blocking period (waiting for the ser) and 1 time-unit (the service itself).

The generating function ofs ; from (4.2.38) is

® ) 1+j —k+Zi: (1+Tg;)
We k(2 =Ug @+ PUg x =)z = (4.2.39)
i=1

After averaging ovels we get

1+j-k

Wo () =Us 1 0+ k(2R () ~Us 1 0) (4.2.40)

Using (A.2) we can convert (4.2.40) to

1+j-k

2R () (U 5.0(2Ps (D) A2 ~U () DA(0)“) (4.2.41)

Z

WB,J',k(Z) =Ug((0) DA(O)k +

Now we have reached our first goal: to expregs , (2) generating functions.

The next step is to derivéV,(z2) and W;(2) . Interestingly, both generating functions can be
obtained from (4.2.41).

We can expres®i; ,(z) from (4.2.41) by substituting=0 and averaging over The result is:
Wi (2) EWa11(2) =W o(2) =Ug o (zRs(2)) (4.2.42)

After unconditioning (4.2.41) according to (4.2.38¢ obtainwg(2):

U 0
WB(z):B”(){ AO (g, (A@)-1)-— 2O

Ps@ (AQ-1 Ps(9(A0) -2

Ueo(2Rs(2) A(ZRy(2) P (A(ZR (2)) - P (2)
Py Po(2) A(zRy (2) = 2)

(P (A©) - PB(z))J +
(4.2.43)

The unfinished work in an arbitrarily chosen timai#ucan be expressed from/,(z2) and
W;(2) according to (4.2.37).

(Pa(A©0) -1) Ps(A0)-P:(2)
e i R
W(2) = i (4.2.44)
1+ Py (1) Uy (2R, (Z))[ A(zR, (2)) P (A(zRy (2))) - PB(z)zJ
Bo P (2) {A(zRs(2) - 2)

96



Chapter IV: Message Level Characteristics of Mu#iing Methods

The final equation fomw(z) of any low priority queue is received after suhstiihg (A.10) and
(A.11):

A©) {F@(A(O» -1_Py(AQ) - PB<z)J N
1-@+Py@)A M| Pe(AO) AQ-1  Py(2)(A0)-2)
1+P; O ((1—zPB<z»DL\<zPB<z)J

Ps(2) A(zRy (2)) - 2)

W(z) = (4.2.45)

The pgf of the unfinished work of a low priority @ue in an arbitrarily chosen time-unit

depends only on the pgf of B-time lengths and oe gigf of the arrival process of the low

priority queue. We can see, however that the comfidemula contains a constant, which has
no physical meaning and which is difficult to calate: P;(A(Q)) . The mean, the variance and

the tail probability of the unfinished work are nshown here because they would result in
very long expressions. They can be computed so i#stive corresponding measures of the
system content. It can be seen from (4.2.45), hawrethat both the mean and the variance
contain the unpleasam (A(0)) constant.

4.2.5.4 System Time

In this subsection, the analysis of the system tiofean arbitrarily chosen message is
described. The system time in the dissertationudek queuing time and the time spent in the
server. First, the derivation of the generatingdiion is presented, then the derivation of the
mean, the variance and the tail probability of #ystem time follow.

Definitions and Notations

The equilibrium generating function of system tinie an arbitrarily chosen time-unit
(denoted by(z)) is derived so as with system content and unfiegtwork, therefore the
same indexing is used. That is, indices indicatthg priority and the identity of the low
priority sources are omitted until the final genmg function is obtained to simplify the
expressions. New indices are introduced, accordingable 4.2.1 to show the conditions,
which apply to the generating functions. Three epéms are shown below:

V(4time- unitisin aB-time;Lg = j, P =k) =V;;,(2)
whereLs is the length of the B-time and is the position of the observed time-unit withimet

B-time. The conditioning, consequently, means ttie¢ observed time-unit is in a B-time,
which has a length dfs=j, and the time-unit is the" within the B-time.

The special notation for the-0 case is:

V(Ztime- unitisin aB - time; Lg = j, P =0) =V (4time- unitis justbeforea B - time) =V ,(2)

The special notation, when the condition only sfiesithat the observed time-unit is in a B-
time, is:

V(Ztime- unitisin aB - time) =V (2)

Derivation of the generating function

The way of the derivation of the generating funatis like at system content and unfinished

work random variables. First, all,;,(2) and Vg (2) functions need to be expressed. Then
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V,(2)and Vi (z) can be calculated using the theorem of total pholitg. Finally v(z) can be
obtained using mean availability and mean blocKiogn V,(z) andV;(z2).

The expression of the system time of the messageearrin thek™ time-unit of a B-time with
lengthj has the following form:

Ug,jk-1

E
Vg = I +1-k+ > (Tg; +D+ D (Tg; +1) (4.2.46)
i=2 i=1

whereF is the ordinal number of the arbitrarily chosenssage within the time-unit (in other
words: the number of messages arrived in the same-tinit but not later than the arbitrary
message (including the chosen ong)is the length of the blocking interval that is ggion
when the message arrives; ang is the length of an arbitrary blocking interval.

Equation (4.2.46) has three parts:

The first part (j +1-k) stands for the remaining part of the current Bwi (-k) plus the first
A-time (1 time-unit).

[=

The second pa{tz (Tg, +1)J is the service time (including the server intertiops) of the
i=2

messages arrived in the same time-unit but befoeeatbitrarily chosen message (excluding

the chosen one).

UB,j,k—l
The third part[ Z(TBJ +1)} is the time needed to transmit the messages teat \m the

i=1
gueue at the end of the preceding time-unit.

The generating function can be expressed from {6.2.
F UB,j k-1
okt S (T +D+ Y (T, +)
Vg jk(2) = E{Z =2 = } (4.2.47)

Averaging oveiTg andF is straightforward:

21 (2R (2))

Vgjk(2= R

Ug,jk1(zR:(2) (4.2.48)

Now let us express the unknows(z) generating function. Th@(F=f) probability can be
expressed in the following way using the total pabbity theorem:

P(F = f):i P(F = f[N=n)[P(N =n) (4.2.49)

n=1

whereN is the number of messages arrived in the same-timeas the selected message and
F is the position of the selected message withitiftee-unit.

The first factor in the summation can be expresasd
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0 if f>n
P(F=f[N=n)=41 £ fen (4.2.50)
n

because the random variable is equally distribwtedhe [1p] interval if n >f.

The probability that the number of messagethe time-unit of the randomly chosen message
equals ton is different from the distribution of the randonanable that shows the number of
messages arriveid an arbitrarily chosen time-unitP(N = n) is proportional to the number of

messages arrived in the time-unit and to the prdlakthat number of messages arrived in an
arbitrary time-unit isn, which is already defined &A=n). Note that it is assumed that we

choosdrom the messagexccording to a uniform distribution ambt from the time-units

niP(A=n)

P(N=n)= (4.2.51)
After combining (4.2.49), (4.2.50) and (4.2.51) wietain
-\ P(A=))
P(F =k) = . (4.2.52)
J-Z:; A

where P(A=j) is the pmf of the message arrived in an arbitrémye-unit belonging to the
given low priority source and\'(1) is the mean of the same random variable. The geimey
function can be expressed from (4.2.52).

2 AAD-D)

E 4.2.53
(2 (z-1)A @) ( )

The expression obg;,(2) is already described at (4.2.17), so all factansvi;,(2) are

known. To keep the size of our expression shortpestpone the substitution 8{z) to a later
point. As all expressions are know in (4.2.48), ean proceed to the derivation of the system
time of the arbitrarily chosen message, which adivn a B-time.

Vi (2) can be expressed using the theorem of total pritibadnd equation (A.2).
F(zRs (2)) W (2R (2) =4

7 2Ry () TP (T = | 4.2.54
PB(Z)[Pé(l) ngoéz [A(zR (2) (Tg =) ( )

V(2 =

After the summation we obtain a closed form formfda v, (2)

F(2R:(2)) Weo (2R (7)) Ps (A(ZR;(2)) ~Pe (2) (4.2.55)

V = -
22 Ps (OPs (2) AZRy (2)) - 2

The next task is to work out the generating funotio,(z). An expression can be written for

the system time of in the first time-unit of the thne (it is equivalent to: any time-unit of an
A-time):

E
Vair = Wao-1)* +Z A+Tg;) (4.2.56)
j=1
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The first term of equation (4.2.56) means the timezded to transmit messages that were in
the system in the preceding time-unit. The secoentis the service time (including the
blocking interval) of the messages arrived in theme time-unit but not later than the
arbitrarily chosen message (including itself).

To obtain the first term of (4.2.56) firstw,,(2) need to be expressed. The basis of its
derivation is equation (4.2.41).

W, o(2) :ZWB'J-'J- (2)B(Tg = j) =
=0 (4.2.57)

=3 | B B0 g1 4 DoalzbE) DL\(ZV}P(TB =)

= P:(2) Ps(2)
Where we used again the theorem of total probabdind the fact that the time-unit just
before an A-time is the last time-unit of a B-tim®o we made an unconditioning of the length
of the B-times to obtaiw, ,(2) . The result after some calculations is

P (A(zR; (2))) W0 (2Rs(2) |, Pa(A0) W0 (0 HFs(2) 1)

W ()= 4.2.58
wotd) P.(2) P (4.2:59)
Finally, (4.2.56) and (4.2.58) can be used to egsi,(2) :
V() =Vay(2) = F;ZF(%?) Ug.0(zRs(2)) (P5 (A(zRy (2))) + (2P (2) ~1) U 0 (0) (4.2.59)
B

Now, the final probability generating functiori(z) can be written as the weighted sum of
VA(2) and Vg(2), where the weights are the mean availability aridcking of the output
channel, respectively.

_ 1 Ps(2)
V(2) = 1P, (l)VA(Z)+7l+ R (l)VB(Z) (4.2.60)

Using equations (4.2.53), (4.2.55), (4.2.59) an(@0) the unknown pgf is obtained. Using
the indices referring to the priority and the idignof the low priority source, it is

1- L+ Ps (D) (A, (©) A (ZR(2) -1

V,i(2) = ; ;
WP M)A, O 2~ A (ZRs(2)

(4.2.61)

We can see that the obtained generating functioreiy simple. It contains a constant (which
is not a function of z), which contains the meantbé& B-time length and the mean of the
messages arrived from a low priority source durimg time-unit. The second part of the pgf
contains a nested function, where the argumentefggf of the low priority arrival process
A, (2) contains the product of the pgf of B-time length(z) and the pgf of A-time length

(i.e.: Po(2)=2z). It means that thes=T, +Tgz random variable appears in our equations again.

Based on the generating function, a relatively denmean, variance and tail probability
approximation can be expected. The expressionestistem time using random varialdes:
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1-S O O KA (8(2)) -1

V2i(2) = SO, M)  z2-A,(S(2)

(4.2.62)

Mean and variance

Now that the generating function of the system tiofen arbitrarily chosen message is given,
its mean value can also be expressed as

A 0P 0+ 27 0)- 4 0+ R @ U @)
2R O T+ Py @) - Ay A+ P @) Ay @

V, @) =1+ (4.2.63)

Note that the relation between (4.2.22) and (4.2 gi@es Little’s result [e.g.: Kle75] because

EUi}

E{Vz,i} = HA—ZI}

It is stated during the derivation of the systermtamt that it is expressed for an arbitrarily
chosen time-unit. It can be shown that it is stitaly equivalent to the system content in the
time-unit of an arbitrarily chosen message. Thatlgy the Little theorem applies.

The mean value can be written usiBstead ofT, andTe.

kiAy; JE{S} + k
E{Vz,i } = % + 2{1 ZVII}E{{}SI};A sl
( -EBS { 2i }) (4.2.64)
The obtained mean value is also very simple, ittao1s only the first two moments of the
distribution of the length of the B-time, and thiest two moments of the distribution of the
number of messages arrived from a low priority smuduring a time-unit. When the system is

overloaded, the mean of the system time tends dyiokinfinity.

Equation (4.2.61) can also be used to calculatddrignoments of the distribution like the
variance. With abbreviated notations the variantctne system time is

" " w)\2 '
var{Vzvi}: 3r +2r +3(r ) @-2r) (4.2.65)

6r a-r) 4 q-r))

wherer(z) = A,;(z[Ps(2))-1 and r;r';r " are the derivatives of(z) in z =1 point.

The derivation of equation (4.2.65) is based on Apgix B.

Tail distribution

The last characteristic expressed from the gemegdtinction of the system time is the tail
probability. This characteristic is especially impant if one wants to know the probability
that a message should wait longer than a specif@Ede.

Theorem 2 proves that the exponential form is adyapproximation, and shows the formula
for the calculation.

Theorem 2
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Assuming the system has a stochastic equilibriune, tail probability distribution of the
system time can be expressed from equation (4.4r6the following form:

oy, =1y L-a+r@)my, @)a-2,) )Z;n (4.2.66)

@1+ Ps (D) DAy (@) EﬁA;,i (2 Ps(2,)dPs(2) + 2, Ps(2,)) -1

wherez, is the (real) pole of generating function (4.2.6%)hich is one of the solutions of
equationz = A,; (zR(2) .

Proof:

First, it should be shown that,;(z) has only one positive real pole, which is greetean 1.
The proof is based on the fact that denominatovgfz) has one zero in addition to the= 1
point. (Note thatz = 1 is not a pole ofv,;(z) because this function is analytic inside the unit
circle.) Let us introduce the notation

G(2) = 2- Ay (zRs(2)) = 2— A (S(2)) (4.2.67)

Then G'(2)=1- A, (S(2) (5 () and G @) =1- A, ) [S'@) . As 1> A, fi+ R, @) is the assumed
stability condition of the systent (1) > 0 for every stable system. It can also be seen that

G'(2) = -(As; (S(2) (B'(2)% + Ay (S(2)) (' (2)) < Ofor all 2> 0 (4.2.68)

ConsequentlyG'(z) becomes negative for sufficiently large This means thats(z) has one
positive real zero besides= 1 point, which is greater than 1z € 1 is not a pole olv,;(2) ).
Thus, v,;(2) has exactly one real-valued pole, which is greditan 1. Therefore, expression
(4.2.27) can be applied.

{0
We obtained again a simple exponentially decayjpgraximation for the tail probability.

4.2.5.5 Distribution of the Length of Blocking Inte rvals

In the previous sections the key characteristicthef TDM multiplexing method are derived
using the AB model. The connection between the nhdalethe TDM multiplexing method
and the queuing model hase not been discussedtail get. The link between the models is
the calculation of the probability mass functiom{f) or probability generating function (pgf)
of B-times in the queuing model using the arrivabpess of the high priority message#\;,

- in the model of the multiplexing method. The disution of the length of the blocking
intervals also depends on the number of the sulmoéla in a DTM channel (denoted M).

First, the probability mass function of the lengihthe blocking intervals are expressed with
the conditional probabilitpu,, =0|U, =0) whereM is the number of cycles in a frami is

the number of cycles elapsed from the zero time¢aimsandu is the system content of the
high priority source.
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Then it is shown how to calculate the probabilitass function of this conditional probability
and therefore the pmf of the length of the blockingervals.

Expressing the distribution of the blocking interva Is with a conditional
probability

In order to avoid notational overhead the indicesich refer to the priority of the high
priority source, are omitted.

Cycle level model

In the cycle level model the B-time is defined asetnumber of cycleshetween two
consecutive cycles when a given low priority souriseallowed to transmit a message
(regarding the time division multiplexing among lopriority sources) and when the high
priority queue is empty. Due to the first condititime B-time must bai-1 cycles long (where

i is a positive integer). The actual value ioflepends on the second condition, namely the
length of the high priority queue in the observathé-points. So only theP(T; = Mi-1)

probabilities should be expressed, any other lehgtzero probability.

For the sake of simplicity let the zero time instarf the time axis be a cycle, which the given
low priority source belongs to and where the lengtlthe high priority queue is zeraJg =0).

Using the definition, the B-time length can be eapsed using the length of the high priority
gueue in different time instants:

P(Tg = Mi-1) =b(Mi -1 = PU;yy =0,U iy #0,...Uy #0|Uy =0). (4.2.69)

That is, the length of a B-time is equal ki-1, assuming that the cycle just before the B-time
is the zero time instant where the high priorityeme is empty, if and only if the high priority
gueue is not empty at time instamg for all j=1,2 ...j-1 and it is empty at time instaf.
What is the length of the high priority queue irhet cycles thafM in the (1iM) interval is
irrelevant for the given low priority source.

Now the goal is to transform the equation to a cangble form. The next theorem helps with
it.

Theorem 3
Let us denote the conditional probabiliu,, =0|U, =0) by x,, (i) wherei is the number of

frame-times elapsed since the zero time instantMnsl the number of cycles in a frame. For
all i > 0 andM > 1 the following recursive formula can be applisdcompute the probability
mass function of the length of the B-times:

i-1
b(Mi ~1) = xy, (i) = > b(Mj ~1) By (i - J) (4.2.70)
j=L

Proof
The probabilityb(mi -1) can be decomposed to two terms.
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i=0
=PUpy =0U gy # 0.l #0]Ug =0) = PUyy =0Upyy #0,...Uy =0 Uy =0)

PUi =0U ym #0,...Uzy #0]Uq =0) =

4.2.72)
=P(Ujy =0U gy #0,.Ugy #0|Ug =0)=PUjy =0U gy #0,...Upy =0|Uy =0)

The decomposition of the first term can be dadnk times. Finally these expressions are
obtained:

PUim =0Uiqym 20|Ug =0)=PUjy =0[Ug =0 -PU;y =0U;_4yy =0|Uy =0) (4.2.73)

PWUim =0]Ug =0) = xy (i) (4.2.74)

The second term of the above expressions can @stelbomposed to two parts. Let us begin
with the second part of (4.2.71):

PUiy =0U gy #0,...Uy =0]Uy =0) =
=P(Ujy =0U gy #0,..Uy #0]Uy =0Uy =0)[P(Uy, =0JUy=0) = (4.2.75)
=PUiy =0Uyu #0,...Uzy #0[Uy, =0)[PU,, =0]U, =0)

Where the second step is due to the independendetohes, which is due to memoryless
property of the arrival process (the number of nages arrived in a cycle is ani.i.d. r.v.).

The factors of the product in (4.2.75) can be veritiusing other notations.

PUi =0U gy #0,...Uzy #0|Uy, =0) =b(M (i ~1)-1) (4.2.76)

PUn =0JUy =0) =xy @) (14.2.76)
The second term of the other expressions can msfivamed in the same way.

PUi =0U iy #0,...Uy =0]Ug =0) =b(M (i -2) -1) Tk (2) (4.2.78)

P(Upy =0Ugym #0,...Uzy =0[Uq =0) =b(M (i —3)-1) Ty (3) (4.2.79)

Using the above equations

i—1
PUin =0U gy #0,...Uy #0[Ug =0) = xy () = D b(Mj =) Xy (i - }) (4.2.80)
j=1

Which is the proof of (4.2.70).
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0

So the derivation of the algorithm to calculate thistribution of the length of B-times in the
cycle level model based opU,, =0|U, =0) conditional probabilities is finished.

Frame Level Model

In the frame level model, the B-time is defined #® number of framedetween two
consecutive frames when a given low priority soursellowed to transmit (regarding the
time division multiplexing among low priority soues) and when the high priority queue is
empty. According to this definition the length dig B-time can be any non-negative integer
(including zero).

The P(Tgz =i) mass function can be expressed so as with theecgslel model using the
xy (i) conditional probabilities.

The frame level version of (4.2.70) is

i-1
b(i —1) = xy (i)—Zb(j “Dky (- 1)) (4.2.81)
j=1

This statement can be proved in the same way afotineula for the cycle level model.

Calculating the used conditional probability

The x,, (i) conditional probability is independent of the modsl the multiplexing method
(cycle or frame level), so the same applies to batidels.

New notations are needed in this section:

u,()is the conditional probability that the system cains| messages in the" cycle given
that it was zero in the zero time point. Formaliy(l) = PU, =1 |U, =0) for any cyclek and for
all1=0.

From the definition it follows that u,()[=my=o =xu @) and u, (|- =X @ =1 and
U ()] =010 =0-

a(j) is the probability thaf messages arrived from the high priority sourceimyione cycle.

A formula can be obtained fou, (1) using the evolution equation of the high priorgueue
(4.1.1) .

!
Ueaa (1) = U @ Ta() + Y U (j +D afl - ) (4.2.82)
j=0

The formula and the initiali, (1) values for alll > 0 are known, so the, (1) distribution can be
determined numerically for ang = 0 and| = 0. It also means thak,, (i) =u,, (0)can be
calculated.
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Using (4.2.70) and (4.2.82) at the cycle level mioate(4.2.81) and (4.2.82) at the frame level
model, the probability distribution function of Igth of the B-times can be computed.

Expressing the generating function of B-times with the z-transform of the  xw(i)
conditional probability

The pgf of the B-times can be expressed as

M
Cycle level model: P()=— S mZ) (4.2.83)
zL+ X, (2V ))
Xu (2
F level model: Pa(2) =M 4.2.84
rame level mode 5 (2) z[(&+XM(z)) ( )

where X, (2) :ixM (i)' is the z-transform of the,, (i) conditional probability.
i=1

For the proof of (4.2.83) is based on the defimitiaf z-transformation and on (4.2.70).

i-1

Pa(2) Eib(k) Fa :ib(iM -nZM* :ixM @) &iM_l—iZb(Mj —) Oy (i - M=
k=0 ‘

i=1 i=1 i=1j=1
=27 DXy (M) = D bM)Wy (- ) M =27 DXy (M) - Pe(2) X (2)
j=1 i=j+1
(4.2.83) can be easily expressed from this equation

The proof of the expression for the frame level rmbdan be done in the same way, using
(4.2.81)

0 ) 5 ) o ji-1 )
Ps(2) s;b(i -yt :;xM (i)&"l—gzlbu —) Oy (- )=
1= 1= i=1 j=

= 0, (D=3 B -D Y R (1= ) 2D = 27800, (- Pa(2) DXy (2)
i=1 i=j+1

4.2.5.6 An Example

The following simple example assumes that the lggbrity source can be characterized with
a Bernoulli arrival process with generating functioy(z) =1- p+pz, and all of the low

priority sources have Batch Bernoulli arrival prese with batch-size 30 and pdgf.
A, (2) =1-q+qZ°. Itis also assumed that the load coming from lorority sources equals to

the load coming from the high priority source. That if M denotes the number of
subchannels (and number of low priority sources):

A@D=p=M Ay (1) = 30gM

As at most 1 slot arrives from the high priorityls@e during a cycle and the output capacity
is 1 slot in each cycle, no queue builds up at tigh priority source. In other words, the
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system content has also Bernoulli distribution. Daehe independence of system contents in
successive cycles, it can be written that

Xy () =PUy; =0|Uy =0 =PU,; =0)=A ) =1-p if i>0 (4.2.85)

The same conclusion can be drawn from equation. 822 Substituting (4.2.85) to (4.2.70) a
recursive formula is obtained:

b(Mi —1) = pb(M (i —1) -1) (4.2.86)

From equation (4.2.86) the pmf and the pgf of théifBes are

b(Mi-1) = @-p)p'*;  Ps(2)= zM‘ll:;M (4.2.87)
Els] = 15" 3 va{s} = (1M zp';’z (4.2.88)

So if the high priority source can be characterizeith a Bernoulli process, the generating
function for the system content and the system tiohea given low priority source can be
expressed directly from the arrival distributions.

_ _ \ _ _ M
0, (=P MA Bl -2 - 4y )] 4289)
M A, (2 -1l - pa, ™) - 2, (2™ (- p)
[ m 1-p |_
z(1—p—|v| EA'Zi(l)) AZ"(Z l—pzMJ !
V,i(2) = ——0 (4.2.90)
' M [Ay; @) 2 Ay | M 1-p
o1-pM
The mean values of the examined variables can baddelow.
dab+efal 1 B, }
A= ) ) i E = ’ L.
E{Uz,u} E{Az,u}[M 2(1—E{A1}—ME{A2J})+2 ; {Vz,u} aA—zu} (4.2.91)

E{U,;} is the mean system content of a given low priosiurce.E{U ,;} should be multiplied
by M to obtain the sum of queue length for all low pity sources.

Figure 4.2.6 and Figure 4.2.7 show the sum of mgaerue lengths and the mean of the
system time for low priority sources, respectively.
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Figure 4.2.6 - Sum of mean system contents FiguPer4- Mean of the system time

for low priority sources of any low priority source

Based on the tail probabilities two important paeters can be calculated:

- the limit of the queue length which is exceedeithva small probability (e.g.: THor 10°)

- the probability that the delay is greater thacr@ical value (e.g.: 100 ms)

Though our model assumes infinite buffers, it waswn in [BSDP94] that the probability

PU >U,)is a good estimation of the message loss probghofita finite queue withu, +c

size wherec is the number of servers (in this case 1). The sizthe buffers is dimensioned so
that the message loss probability should be belovedain value. Figure 4.2.8 and Figure
4.2.9 show the required buffer size if the maximumessage loss rate is ttand 10°,
respectively.

&
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= =
=y E,lm
jo)}
k5 < 108
E g
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Figure 4.2.8 - Buffer size dimensioning for Figute2.9 - Buffer size dimensioning for
message loss rate of 10 message loss rate of 10
1 & 107
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Figure 4.2.10 - Probability of having longer Figute2.11 - Probability of having longer
message delay than 100ms message delay than 400ms

In Figure 4.2.10 and Figure 4.2.11, the probaleditthat the queuing delay is greater than 100
ms and 400 ms can be seen, respectively.
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4.2 .6 Connection between the models

Three models were presented in the previous sextion
- uncorrelated model (Section 4.2.3)

- GI-G-1 model (Section 4.2.4)

- AB model (Section 4.2.5)

The uncorrelated model is not accurate becausestidbed the operation of low priority
gueues at frame level.

The GI-G-1 model also approximated the real sysb&mause it substituted the service time
of low priority queues with the sum of one A-timaecgone B-time. This approximate service
time can be described either in frame level orynle level. We only use the cycle level
approach in the comparisons below.

The AB model is an exact description of the quewggtem if the cycle level approach is
applied. The AB model is identical with the uncdeted model if we use the frame level
approximation and if we assume that the high ptyosource can be characterized with a
Bernoulli process.

In the next section, the cycle level and the fraeneel AB models is compared first. Then the
cycle level GI-G-1 and the cycle level AB modelgarompared. Finally, the links between
the frame level AB model and the uncorrelated maatel described.

4.2.6.1 AB model at frame level vs. AB model at cyc le level

First, let us have a look at the generating funetaf system content (equation (4.2.21)) and
that of system time (equation (4.2.62)). Both gatieg functions could be interpreted both at
the cycle level and at the frame level. In the te@ses, however, the definition 8f,(z) and
Sz) are different.

In the cycle level approach;;«.dz) is the number of messages arrivedone cycle and
Syed2) is expresseth cycles

In the frame level approack:;«.mdz) is the number of messages arriviedone frame and
SramdZ) IS €xpresseth frames.

Assuming thatA;; .,ce is an independent and identically distributed randoaniable, which
need to be assumed at the AB model,..meCan be expressed as

M
A2,i,frame = z AQ,i,cycIe (4.2.92)
k=1

whereM is the number of cycles in a frame. Using the ab@xpression the link between the
generating functions, mean values and variances are

A2,i,frame( Z) = (A2,i,cycle( Z))M ; E{Az,i,frame} = ME{AZ,i,cycIe}; Var{AZ,i,frame} =M Var{AQ,i,cycle} (4-2-93)

The link between th&.mdz) and Sy«{z) can be obtained from (4.2.83) and (4.2.84)

Scycle = Sframe(ZM ) (4.2.94)

109



whereM is again the number of cycles in a frame. The caoiion between the means and the
variances expressed from (4.2.94) is

E{Scycle} = ME{Sframe} ; Var{scycle} =M 2 Var{sframe} (4-2-95)

After some calculation the links between generatingctions of the system content and
system time can also be expressed. The substititioa straightforward and the generating
functions provide no real conclusions. Therefotee tomparison is presented based on the
mean values of system content and system time.

Using (4.2.93) and (4.2.95) the expression forgiggem contents are

E{U 2,i,cycle} _ E{Az,i,frame} EEE + k{Az,i,frame}ME{Sframe} + Mk{sframe}J (4.2.96)

M 2 2(1 - E{Sframe}E{AZi . frame})

E{U 24, frame} = E{U 2 ,cycle} + % DE{AQI ,cycle} (4.2.97)

System content is measured in messages, so theofittie cycle level and the frame level
model is the same. According to equation (4.2.9fAg mean frame level system content is
always bigger than its cycle level counterpart. Tiierence is proportional té1 and to the
mean oA cycie

E{Vz,i , frame} = ﬁ [ E{Vz,i ,cycle} + %} (4.2.98)

Cycle level system time is measured in cycles aiagink level system time is in frames. So to
make the time-unit transformation the cycle levadsult should be divided bym.
Consequently, what (4.2.98) shows is that the frdewel system time is always larger by

MT_l cycles than the cycle level system content. Tlsatthe inaccuracy of the frame level

approach isMT_1 cycles.

4.2.6.3 Gi-G-1 vs. AB model
To compare the Gi-G-1 model and the AB model we campare the generating functions of

the system contents ((4.2.8) and (4.2.21)) andgikeerating functions of the system times
((4.2.9) and (4.2.62)):

S (1) [5(A,; (2) 1A

Us oo (2) = w,, 4.2.99
2i,6i-6-1(2) 1- S(Ay; (2) (2 2i.n8(2 ( )
Vaici-c-1(2) :%G?WZLAB(Z) (4.2.100)

Using Lemma 1 in Appendix B, the connection betwebe mean values can be also
expressed as
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E{U 2,i,GGl} = E{U 2,i,AB} +@ {E{s}-1-Ks}) (4.2.101)

NV, ca} = E{\/Z,i,AB}"'M (4.2.102)

The relation between the mean values show thasyseem content of the GI-G-1 model can
be expressed from that of the AB model by addintgan that is proportional to the mean
value ofA;; , to the mean and variance &f

On the other hand, the inaccuracy of the systenetohthe GI-G-1 model depends only on
the mean and the variance &f

An interesting example is when the high priorityusoe can be characterized with a Bernoulli
process like in Section 4.2.5.6. In this case, g$#h 2.88) we obtain that

M -3 and BV, o= BV po+ (42.103)

A, }

E{U 2,i,GGl} = E{U 2,i,AB}+ 5

Comparing (4.2.103) with (4.2.97) and (4.2.98)cén be seen that the inaccuracy of the
GI-G-1 model and the uncorrelated model is the saftbe high priority source can be
characterized with a Bernoulli process.

4.2.6.3 Uncorrelated vs. frame level AB model

If the arrival process is a Bernoulli process wiganerating functiona,(z) =1- p+ pzthen the
generating function of the blocking intervals cam éxpressed bw, (2) . In this case the length

of the blocking intervals has exponential distrilout The probability mass function and the
generating function of the length of the B-timegar

- i 1-A®
b() = - p)p'; =— 1= 4.2.104
(i)=QA-p)p Ps(2) -A 02 ( )

Using the results of the AB model combined withZ4L04) the generating function of the
system content and the system can be obtained:

- A@-A, 0)>, ) 0-2)

U,i(2) = ; Nt — (4.2.105)
' z=Agi ) - zZA Ay M)+ A DA ()
1- A1) - Ay, (4 AZ{Z_A}(l)ZJ_l
Vy(2) = 2-AD-A @) "1-ADz (4.2.106)

A () . (z-AWz
e {l—Ai(l)zJ
In these expressions only the parameters of tHeaprocesses are used.

The mean values can be obtained now in two waysdérwating of (4.2.105) and (4.2.106)
or by substituting the variance and the mean valtie Svariable into (4.2.23) and (4.2.64).

From either direction the mean values of the systemtent and the system time are
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e, )= YPail B - Bl )

et

(4.2.107)

These equations are identical to single serverioassof equations (4.2.6) and (4.2.7), which
are obtained from the uncorrelated model. The frdmwel AB model is identical to the
uncorrelated model when the high priority sourcen d& characterized with a Bernoulli
process. Therefore, the identical results obtaiinech the two models show th#te results of
the calculations are correct

4.2.6.4 Comparison when high priority source transmits Bernoulli process

Concluding the comparisons we can say that if tig Ipriority source transmits according to

a Bernoulli process, then the inaccuracies of treme level AB model, the uncorrelated

model and the GI-G-1 model are the same regardiegnean values of the system content
and system time. Figure 4.2.12 shows the differebeaveen the accurate cycle level AB

model and the others when there are 8 cycles immé and average load of the high priority
gueue is 0.35 message in a cycle.

------- Gi-G-1; uncorrelated; frame level AB

10 cycle level AB
5
(&) 1
5
g 01 M=8; E{A }=0.35
o

O-Ol T T T 1

0 0.02 0.04 0.06 0.08

Load of one low priority queue: E{A}

Figure 4.2.12 - Comparison of the cycle level ABdebwith the inaccurate models

Figure 4.2.12 shows that the closer the load ofltive priority queue to its saturation point is
(0.08125), the smaller the relative difference bedw the cycle level AB model and the
inaccurate models is.

4.3 Packet switched multiplexing with Priorities

4.3.1 Description

An alternative multiplexing method is the so-callguhcket switched multiplexing with
priorities. In this system, low priority sourcesash a common queue, which is served when
the high priority queue is empty at the arrivaltbe slot of the corresponding DTM channel.
Messages in the low priority queue are served atiogrto the first come first served rule.
The operation of the packet switched system is mhaitged by the following rules:

Receivers distinguish between LP and HP sourcessswith the TDM multiplexing method:
apriority bit shows whether the slot carries message from adawrity source or from a high
priority source.
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The distinction between LP sources, however, idedént. Connections of the transmitting
low priority sources are identified by additionalt$ in the message header. These bits
produce overhead for both the transmission capatity the processing capacity. Therefore,
the number of parallel connections could not benhhig

A scenario can be easily imagined where the abascdbedpacket switched multiplexing
can be applied: The DTM network is used as a traasion network for ATM networks.
Hosts generating LP traffic are ATM switches. UBRd&aABR ATM connections are set up
within LP DTM connections. Real-time HP ATM conngexis are set up within HP DTM
connections.

4.3.2 Models

The queuing model of the packet switched multiphgxmethod can be constructed from the
description, which is shown in Figure 4.3.1.

LR R A RN ARARARAAN
T
Ay — Uy [[]]]]

Figure 4.3.1 — Queues in the packet switched migking method

Time

The evolution equation of the high priority quewsendependent of the low priority source, so
that of a single source can be used — see (4.1.1).

Ui =Uge =17 + Ay (4.3.1)

where U, is the system content of the high priority queueidpty 1) in cyclek and A, is the
number of slots arrived to the high priority quefpeiority 1) in cyclek.

The evolution equation of the low priority queue is
N
Usgiar = Uk = @=U) )"+ Ay (4.3.2)
i=1
where U, is the system content of the common queue of the poiority (priority 2) sources

in cycle k and A;;, is the number of messages arrived to the low piyogueue (priority 2)
from source in cyclek.

To simplify the expressions, a new notation is @atuced for the sum of the arrivals from all
low priority sources in a cycle.

N N
z Agik =Ascx andin equilibriumz Ay = Ay (4.3.3)
i=1 i=1
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The next two subsections present two models foiptheket switched multiplexing method.

The first one is thenterrupted server model with uncorrelated intertigns The advantages

and drawbacks of the uncorrelated model are theesasithat of the corresponding model of
the TDM multiplexing method, which is presented $ection 4.2.3. This simple model is
presented here to show a case where the resultheofTDM method can be analytically

compared to the packet switched method.

The second one, ttairect priority queuing modek a more general description of the queue.
It is presented and analyzed in [LB98] for multirger queues. In the dissertation the single-
server case will be described. The model is monmegal than the interrupted server model is
because here the high priority source can havenemgeindependent distribution.

4.3.3 Interrupted Server Model with Uncorrelated In  terruptions

Using the interrupted server model the mean valthe system content and the system time
can be obtained very quickly from (4.2.3). The nyskrver version of equation (4.3.2) can be
converted to the form of (4.2.3) it-U,,)"is independent and identically distributed, where c
is the number slots belonging to the corresponddigV channel is a cycle. That is, the,,
random variable should also be independent andtichdly distributed. It holds ifA.x is a
batch Bernoulli process with batch-size less thaBio the expressions for the packet switched
multiplexing method can be calculated so as with time division multiplexing (see Section

4.2.3). The mean value of the system content ofdbeymon queue and the system time of
messages of the low priority sources are

E{A Ja-E{A ) +varla, |

e} = 2c-{a}-E{A.))

(4.3.4)

- E{U 2} - 1- E{AZ,c}"' Va'{Az,c}/ E{AZ,c}
M el o elal-elnl)

(4.3.5)

4.3.4 Direct Priority Queue Model

The direct priority queue model gives the full deption of the queue in the case of general
independent sources and multi-slot channels. s @ection, a short derivation of the

generating function of the system content is présgrior single-slot channels based on the
derivation presented in [LB98]. The generating fiimic of the system time and the mean of
both random variables will be also described. Fonare detailed analysis of the multi-server
case see [LB98].

4.3.4.1 System Content

The most straightforward way to obtain the genatiunction of the system content is to
express the two dimensional generating functioreasn the single-server case wherl in
equation (4.3.2). The first step is to interpres theaning of the evolution equations:

PU ka1 = AU 2k = Agck) if Uy =0andU, ., =0
PUki =BU o1 = 1) T9PU s = AiUs e SU ek ~1+ Agey) if Up =0andU, ., #0  (4.3.6)
PU ks =Uar =1+ AU pein =U e  Ager) I Ug #0
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The definition of the two-dimensional generatingiétion of the system content is

U(z,25) = DY PU =iU = ) 2 (2] (4.3.7)
i=0 j=0

After some algebraic manipulations the equilibrigenerating function of the system content
for the one-server case can be expressed as

A(zy) DAQ,C(Zz)

(z-A(z) A (2,) [Zl U (00) @Mz, -1) +U (0, 2,)) - z, [ (0, Zz)] (4.3.8)
1 1 C

U(z,2,) =

U (0 2,) U 00z, -1

Using the notation ofx(z,) = and K(z,) = we can write
U@©O)Uz, -)+U (0 z,) z, (1= X(2,))

that

U(z,2,) = A(zy) DA, (7)) IK(2,) 12 - X(2,) (4.3.9)

2 - A (7)) A, (2,)

As the generating functiod(z, z) is a analytic inside the unit circle, the denomovashould
vanish, which defines the functiotiz). That is,x(z) is the solution of the equation

X(z5) = Al(X(2,)) TR (2,) (4.3.9)

The derivatives ok(z) at =1 point can be determined from equation (4.3.Q)rtRermore,
U (00) = (L- A, (M)(1- A (1)) because the)(0,0)is the probability that the system is empty. Now
the mean value can be expressed with some calonkati
} v+ ARG
1-E{A} (4.3.10)

20f- (A} - E{a, )

The variance and the tail probabilities are anatlyire[LB98].

Uy0) = E{‘;ZC

4.3.4.2 System Time

The pgf of the system time from [LB98] applied tioet single-server case is

- A W) - A )y (D) Ay (@2) -1) _ 1= A @) - Ao @) Ay (x2) 1)

Vy(2)=2 - - (4.3.11)
i Poe ax2) - A (@(2) Ao (X2) Poc O Oz Ay (eX2))

where «w(z) is the solution of equation

(2) = zA(a(2)) (4.3.12)

To calculate the mean of the system tim&1l) and »' (1) should be known. By deriving both
sides of (4.3.12), substituting=1, and using thatw(@) =1 the following expressions are
obtained
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_vaA}+ADL-A®) (4.3.13)

y ‘
© 0 - A Q)

w (1)

= 1 N
1-AQ°

Using (4.3.13) after some calculations the meathefsystem time can be expressed.

varad | fa, )
Ve oAD
2A0- A m-A.0)

C.

+1-U0 (4.3.14)
2 AZ,C (l)

For the detailed derivation of the pgf and the gssl of the variance and the tail probabilities
see [LB98].

4.3.5 Connection of the Models

Now the results obtained in the previous sectioas be compared. In this section the mean
values obtained from the direct priority queue miod#l be expressed for the case when the
high priority source transmits according to Berrioprocess. Then the comparison of the
mean values received from the direct priority quenedel and the results obtained from the
uncorrelated interruption model follows.

The length of the high priority queue is an indedent identically distributed random variable
if the arriving messages are served immediatelhenfirst cycle after the arrival. If the arrival
process is a Bernoulli process with generating fiomc A (2 =1- p+ pz then the necessary

parameters to calculate the mean values of thesystontent and system time from (4.3.10)
and (4.3.14) are the followings:

var{A} = E{A} - E{A}? (4.3.15)

Using (4.3.15) the mean values are obtained fordihect priority queue model with Bernoulli
high priority sources

As expression (4.3.16) is identical with the eqaa$ in (4.3.4) and (4.3.5). That is, we
obtained the same results from both models whetathepriority source can be characterized
with a Bernoulli process.

4.4 Comparison of the Multiplexing Solutions

In this section, the multiplexing solutions analgizea the dissertation will be compared. It is
assumed that there axelow priority sources connected the DTM channeld @ahey have the
same arrival processes. Furthermore, the TDM mieltipng system is assumed to hawve
cycles in a frame whergi>N.

A general analysis would require numerical caldolat In the special case, however, when
the high priority source generates messages acupitdi a Bernoulli process, the comparison
becomes simpler. Because of this simplicity thesditation compares the systems in this
case. First, the mean characteristics of the TDMtiplexing method will be expressed then

those of the packet switched multiplexing follow.
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4.4.1 TDM multiplexing

The accuratecycle level AB modebf the TDM multiplexing method is used for the
comparison.

If the high priority source can be characterizedthwan Bernoulli arrival process with
generating functioms (z) =1- p+ pz, then we can use the results of Section 4.2.5&€8 on
(4.2.91) the mean of the system content and theesysime is

o) =l e e 0122 e

_ k{AZ,i}+l_ ME{AZi} -1 _ E{U 2,i}
E{Vz,i,TDM } =M 2(1_ E{Ai} _ ME{AZ,i}) - (M2 2l ) E{Vz,i } - aA—zu}

(4.4.2)

As there areN low priority sources connected to the DTM chanriek whole mean system
content isN times more than that of one source.

KAy }+ E{A) l} (4.4.3)

E{U 2TDM } = NE{U 2vivTDM} - NE{AZi }{M 2(1‘ E{A}- ME{AZJ }) ' 2

The mean of the system time for an arbitrary messaghe same as that of a given message.
E{VZ,TDM } = E{V2,i,TDM} (4.4.4)

where in the index TDM stands for the TDM multiplag method.

4.4.2 Packet switched multiplexing

Because there ar®l independent low priority sources with the same relateristics, the
variance and the mean value of the sum of the alsigcan be expressed with the descriptor of
a single source.

E{A,.}= NE{A, } and varlA, .} = N varA,, } (4.4.5)

The mean values of the system characteristics eanriiten now using (4.4.5) and (4.3.16)

- kAo, 1+ E{A) g

E{U 2,Ps} = NE{Az,i }[ 2(1_ E{Ai} _ NE{Az,i }) 2] (4.4.6)
_Euod o Maub+E{A} 1

= NEWA; ] 2(-E{a}- NE{A, ) (4.4.7)

The following relation can be noticed between tharmacteristics of the systems:

1-E{A}-NE{A,; }
(E{VZPS} '3 1-e{a)-me{A, ]

EMVrom ) —% = (4.4.8)
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To express the relation between the multiplexinghmods | defined the gain function below:

NER A,
E{U 2,TDM } - {2 2 } E{VZ,TDM } _%
G-= { } - ; (4.4.10)
E{U z,Ps} - NEZAZi E{VZ'PS} 2

From (4.4.8) and (4.4.10) and due E{)AQ"}<Mi

= YRV S =8 R V= /W) R R 7y S 7% S
That is, the gain function is the product of twafars:
- the firstism

- the second is the ratio of the free capacityhia systems and the free capacity of the
system withM sources

The second factor is always greater or equal toetansem > N . It expresses an additional
advantage of the packet switched solution, nanfellgare are less sources in the system than
the maximum in the TDM solution there are unusew loriority subchannels. The larger the
difference betweem and N is (the more unused low priority subchannels are¢he TDM
solution) the bigger the second factor is.

The advantages of the packet switched solutiorsaremarized here:

- If all subchannels are used in the TDM methog:K1), the gain function equals td. It
means that with the TDM method messages are delagadyM times longer.

- There is no upper limit on the number of multipéel sources

- and the bandwidth allocated by the LP connectian be any value within the capacity
limits of the DTM channel.

The above comparison emphasized the superior ptiepasf the packet switched system as
[SW81]. Despite of the analytical results the pacgeitched multiplexing method has also
drawbacks:

- Its implementation is more difficult because bétcomplex receiving algorithm and the
fast operation of the network. Only a small fractiof DTM data channels can be used for
multiple service classes. Otherwise, the receivallsnot be able to process the control
information (i.e. the headers of low priority megsa) in the data slots.

- The headers of low priority messages mean laoyerhead for the transmission.

4.5 Conclusions on Multiplexing Methods

Two multiplexing methods were presented in thisptlea to increase the utilization of a DTM
channel and support two priority classes. In bottinods, multiple flexible sources with low
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priority (referred to as LP - low priority - sourgere multiplexed with a delay sensitive
source with high priority (referred to as HP -highiority - source) in a DTM channel.

The prioritized time division on two time scalesltiplexing method TDM method) has the
following properties:

- The HP source is allowed to transmit in all tirskot of the DTM channel.

- LP sources share the remaining bandwidth usimg tilivision multiplexing:
M successive cycles form a frame. A LP source igva#ld to transmit in one cycle of the
frame if it is not used by the HP source.

The other multiplexing methoghacket switched multiplexingvorks as follows:

- low priority sources generate packets with startl end delimiters; receivers differentiate
between low priority sources based on these dedirait

- low priority sources share the same queue, wigamnly served if the buffer of the high
priority source is empty

It was shown for theTDM method that the message delay of low priority sources #mel
length of low priority queues could be modeled witihee different models:

- GI-G-1 model
- AB model
- Uncorrelated model

The comparison and analysis of the models was dsed in detail. The AB model using the
distribution of the availability (A-times) and bl&mg periods (B-times) was based on the
most general assumptions about the high priorityrse, and it provided the most general and
exact results. In the dissertation, closed formreggions were obtained for the probability
generating function of system content, system temel unfinished work of the low priority
sources for the AB model.

The results were checked in two ways:

- Itwas proved that the mean values of system eninand system time calculated from
generating functions with the AB model fulfilled ttle’s theorem.

- Itwas also proved that the most general modelrABdel gave the same results as those
of un-correlated model when the same assumptioositaine high priority source were
used.

New results were presented related to the AB modhich is based on the distribution of A-
times and B-times:

- Closed form expressions were obtained for theegating functions otinfinished work
andsystem timémessage delay) for the case whegn=1 and T, had general independent

distribution.

- The most important characteristics — neean values, variances and tail probabiliyof
the system content and system time were calculfxted the generating functions.

Two known models were applied to tpacket switched multiplexing method:
- Uncorrelated Server Interruptions
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- Direct Priority Queue
Both models gave the same results when using nesstictive assumptions.

Finally, the performance of the TDM and the packstitched multiplexing methods was
compared through a simple example. It was showr the packet switched method
outperforms the TDM technique regarding both quiemgth and message delay.

A note was also made that the mathematical modielsndt consider the drawbacks of the
packet switched solution, i.e. the implementatimmplexity and the overhead of message
headers.
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Chapter V: Conclusions

5.1 Summary

The body of the dissertation was divided into thnearts. The description of thBTM
protocol the simulation studpbout the fairness and aggregate performanceobfdibcation
methods, and themathematical analysisf different multiplexing methods in a DTM channel
were presented in different chapters.

In the first part, an overview about the DTM ar@uture was presented. It included a general
classification of media access protocols with thesifioning of DTM. The detailed
explanation of the operation of the basic DTM pratbcan also be found in this chapter. The
enhancements of DTM were also outlined, includinigt sreuse, wavelength division
multiplexing and interoperation with IP protocolinglly, performance studies available in the
literature were summarized.

The second part of the dissertation was dedicatedhe simulation study of call level

characteristics. The modeling and implementatiosués of the simulation software, the
network model of the simulations, and the simulati@sults were discussed in detail. The
main emphasis was on fairness analysis of differgot allocation methods and on the
performance study of slot allocation methods based smoothing algorithms. Several
conditions were examined in the simulations, foarmyple:

- three different network scenarios: 1. externatmections through a switching node at the
end of the bus; 2. client-server connections wigeaver in the middle of the bus; 3. peer-
to-peer connections, i.e. everybody is connecteeverybody

- two different source models: WWW source model &wisson model
- two different bus-length: 100 m inter-node distarand 10 km inter-node distance
- several slot allocation algorithms with severaf@meter settings

The mathematical analysis of message level charatits of multiplexing methods was
placed in the third main chapter. Two multiplexingethods were analyzed with the means of
discrete time queuing theory. For the TDM multiplex method three models were presented.
The packet switched method was analyzed using tifferdnt models. The main differences
between these five models were:

- application area: arrival process of the highopity source, rate of the DTM channel (one-
slot channel, or multirate channel)

- accuracy of results: approximate and exact models
- time scale of the models in the TDM method: cyaled frame level

Finally, the TDM method was compared to the packwitching method. It was shown that
the TDM method has longer delay and larger queues.

The main contributions of the dissertation are:

- performance analysis of different slot allocatimethods with a great emphasis on
fairness

- recommendations for new slot allocation methodd their performance analysis
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- modeling of different multiplexing methods

- queuing analysis of the TDM multiplexing methodththe model, which is based on the
distribution of the availability and blocking integils

5.2 Application Areas

Slot allocation methods are very important whernrst switchings used. Analysis of message
delays and buffer lengths within a successfullyabshed DTM connection are relevant for
multiplexing methods Therefore, results of the dissertation can be liaggpto both
performance improvement methods described in thediuction.

Based on the analysis and comparison of slot aflonaalgorithms the operation of DTM
network nodes can be designed. Dimensioning of @llotation parameters - like retry limit,
priority - and selecting the best application am#aslot allocation algorithms - bus-length,
traffic type - are also possible based on the fssdlhe main novelty of performance analysis
results is that other performance studies of DTMwueks regard slot allocation algorithms
using status tables, and here the emphasis isgomitims without tables.

During the evaluation of different variants of theasic KTH slot allocation algorithm the
main emphasis was on fairness. Although fairnesmis of the most important characteristics
of media access protocols, it has not been stuthedTM except my contributions. It was
shown that even algorithms usistatus tablecould become unfair in case of big inter-node
distances. The study also emphasized thatrélogiest orderduring slot requests influences
significantly the fairness of DTM networks.

New algorithms proposed in the dissertation managelreak down the inherent cache-like
behavior of DTM networks without major performankess. The aggregate performance of
algorithms operating without status tables was aigoroved.

Although queuing analysis of multiplexing methodsasvpresented in the context of DTM

networks, results are more general and can be egplb any TDM system. Besides the
analysis of the multiplexing methods, the discussamd comparison of more models help to
better understand each model. New results in caio®eevith the multiplexing methods are

applicable to the calculation of e.g. message lass buffer length characteristics.

Dimensioning of network elements can be done basethe results discussed here. A good
understanding how the high priority source, the t@mof multiplexed sources, and buffer
length effect system time and unfinished work ofvipriority sources can be obtained based
on the results of the analysis.

DTM is a new networking technology. As the firstquucts are released in 1999 [Netins,
Dynarc] ongoing research has significant impact foture products and standardization
process.

5.3 Future directions

There are several areas to be studied as a cotimuaf the simulation study of DTM
networks:
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The most important application area of the DTMnterconnection of IP networks. DTM
is based on resource reservation but the traffivaied of IP traffic changes dynamically.
Further work is needed to merge call level resirtexisting performance evaluations and
IP traffic models, in order to obtain goatimensioning parameters for resource
management

The analysis opriority settings of smoothing algorithnvgas studied in specific cases. A
more general investigation is to be done.

The performance study of the dissertation is ldase one-slot unicast DTM connections.
Therefore, further simulations are needed to stundyti-rate and multicast connections

This work is restricted to the simulation of a PTdual-bus. The study abuting
mechanism# a network containing several connected DTM dhakes is another
direction of future research.

Fairness of media access protocols usilag reuse and wavelength division multiplexing
attracted great attention at other networking tedbgies. Fairness studies of these
enhancements of DTM are also important researcasare

Although the queuing analysis of multiplexing metlsoinvolved many different models, the
application area of the models can be further edéshusingcorrelated modelswhich are
more suitable for several source types.

Combination of differenmultiplexing methodis also an interesting field of future studies.
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Appendices

Appendices

Appendix A

This appendix derives the generating functians, (20 andUg ;,(2) .

The relation between successive time-units of bilegkntervals is easy to express because
during blocking intervals the output channel is manently blocked.

Ugjk =Ugjka1t A If j2k (A1)

Ay is independent oUg, and it is an i.i.d. random variable. Therefore, eéxpression can be
obtained between the time-unit just before a B-tianed the onek units later. After z-
transformation it is:

Ug k(@ =Ug o@D AD* if j2k (A.2)

During availability times the output channel is panently available, thus the relation
between system content in the time-unit just befaméA-time and the one in the A-time is

UA,].,]_:(UA,].,O _1)++A (A3)

After z-transformation the following relation is tdned:

A(2)

Uan(@ :7(u a10(2)+ (2= 510(0) (A.4)

Now we can use that the time-unit just before aifBet is the same as the last time-unit of an
A-time, and vice versa.

PUaw =U) =Y PUg;; =u)P(Tg = ) (A5)
j=0

PUg o =U)=PU,y; =U) (A.6)

As we can see from (A.6pU; ;o =u) is independent of j, and also the length of theirid is
always 1. To further simplify our notations thelfmhing variables are defined:
Uazo =U a0 Ua10(2)=Uao(2); Ugjo=Uge; Ugjo(2)=Uge(2)

Using (A.2) and (A.5) we obtain

U ao(2) =Ugo(2) (P (A(2) (A.7)

and using (A.4) and (A.6) the resulting equation is

Uso(@ =22 0,002 +(z-D 0, 0) A9

133



Uao(2) andUg,(2) can be expressed solving the above equationsr@hat is

_(z-DU 4 (0) A(2) P5 (A(2))

Vo= R (A A (A9
(z-DU 0 0) A(2)
U =\ A0 TRY A.10
200 =7 2o (A2 AD) (A10)
From Ug, (1) =1 condition the unknown constant,,(0) can be expressed:
Uao(0)=1-@1+P; () A (1) (A.11)

Finally, the unknown generating functions, ;, (27 andUg;,(2) can be expressed:

(z2-D) Wa 100 BAR)

k . .
- P (A2) AQD) [A(2) if j=k (A.12)

Ug (2=

A(2)(z-D) W 4,40

Uanl® = T A A (A.13)
0

Appendix B

Lemmal:

If F(x)=Cc(®* ﬁm then whererF @) =1C() #0;N, (1) =0;D; 1)) =O;N; (1) # 0;D; (1) # 0 then the

following values can be obtained:

) = C' (¥, N[N _D

F'(x)= F(X)EEC(X) +§[Ni(x) 3 (X)JJ (B.1)
=C 0,15 (N®_D® 5
Y C(l>+2§[N{(1) D{(l)J (-2

2
oy C'(M _ ~N(X _ Dj(x
F (x)—F(x)E{C(X) +Z[Ni(x) Di(X)D +

i=1

(B.3)
+F(X) E{C"(x) E((::((xx))z—c'(x)z +i[Ni"(x) IN; (9= Ni (0% _ D" (% Dy (%) - Di'(x)ZD

= N; (%)? D; (%)
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Appendices

vafF} = F @ +F ©-F @ = C‘(l)c:(l;:" 0 ((:?‘((ll;; '

n " " n " " n " 2 " 2 (B . 4)
AF(MD_v0), 15 (N0 b0, {[N@] [D(DJJ
2ZING D) 3F NG D) 4F(\IN@ D @
Proof: Using L'Hopital's rule repeatedly.

Lemma 2:
The mean and the variance of the system conteldwpriority queues in Section 4.2.5.2 are

A0, b (B.5)
2A,(1) 2b M)@A+b 1) '

EU.}=A0

_2AM+340 _3AO0% 260 +DQ , 3 ©?

. 2+ 2 . ‘ o (B.6)
6A0 4407 QWb M) b ma+b @)

var{U 2} = var{AQ}

whereb(z) =1- A,(2) (P5(A,(2)) .

Proof:

The system content can be describedagz) = N (A, (2) 2((22)) ;’8 where

=T P W) R a(z) =1-z; b(2) =1- Ay (2) [Py (A (2);
1+R @

c(2) =1-A(2); d(2) = z2- A(2) (P (Ax(2)

The derivatives ofa(z) and c(z) can be obtained easily. The derivatives dik) can be
expressed with those b{z)

d@=1+b'@); d'@W=b"®; d"@®=b"Q) (B.7)
The derivatives ob(z) are

b (@) =-A ()L +Ps (1) b' (1) = A, (1) L+ Py (D) + A () [(Ps (1) + 2Pg (1) (B.8)

b" (@) = Ay () L+ Ps (D) + 3A; (1) CA, (1) (P (1) + 2P5 () + A, )° [{Pg (1) +3P5 (1)) (B.9)

Applying (B.2), (B.4), (B.7), (B.8) and (B.9) onébtains (B.5) and (B.6).
Lemma 3:
The mean and the variance of the system time ofpoierity sources in Section 4.2.5.4 are

a'()

P (B.7)
2a )d-a @)

V, () =1+
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a @ N a @ . 3a (-2a @)

varV,} = 2a ()[l-a())) 3a()-a(®) 4a@®)’{l-a ®)>

(B.8)

Proof:

The system time can be written 8g2) = N QB?% where

1- 1+ Py (D) A Q) .
1+ Py (@) CA ()

The derivatives ob(z) can be expressed from thoseagf).

whereN =

a(2) = Ay(z[Ps(2)) -1; b(2) = - Ay (z[P5(2))

b@)=1-a@®); b@®=-a"@andb" @) =-a"()

The derivatives o&(z) are

a'(1)=A )L+ P (D) a ()=A0M+P O +AOIP;O+2P:®);
a’" () = Ay (1) QL+ Py ()° +3A; (1) [L+ Py (1) [P (1) + 2P (1) + Ay (@) [{Pg (1) + 3P (1)

Using (B.2) and (B.4) the mean and the variancehef system time of low priority sources
can be expressed.
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