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Abstract. We present a novel approach to wireless fair scheduling insa d
tributed architecture. Our scheme is based on a simple exief wireline fair
scheduling by compensation for lost capacity after thedssgcur. In addition,
the scheduler can give limited compensation for unusedaitgpdhis provides
an incentive for users of the location-dependent wirelassnel to optimize their
channel usage on their own. In this way the scheduler doesa®at to be aware
of the state of the wireless channel for each user. We presemtchanism for
user behaviour and illustrate our scheme by simulationlt®su

1 Introduction

Motivated by the growing use of wireless access technofodfiee adaptation of wire-
line fair queuing algorithms to wireless environments heeived increasing attention.
Often it is the wireless link that becomes the bottleneckrogad-to-end flow which
further emphasizes importance of the topic.

Wireless fair scheduling is different from wireline fairtgduling in several aspects.
The scheduler has to take into account not only the qualiseofice requirements of
the individual flow, but also the fact that the quality of thigeless channel may change
over time and errors are typically location-dependenttti@more, the MAC layer of
the specific link may impose additional constraints.

A number of recent papers deal with the adaptation of wiestair scheduling al-
gorithms to a wireless environment (e.g. [5], see [4] for mparative overview). They
are based on the assumption that errors are typically bumstature, such that it is
possible for the scheduler to predict the state of the cHdnneach user. As long as
the number of errors are bounded from above, a minimum thrpugand a maximum
delay guarantee can be given to a flow.

In this paper we start from different assumptions and amiiva different architec-
ture. We do not assume any bound on the number of errors andiiregly suppose that
the quality of the wireless channel will be visible to the expeblications that can adapt
to the changes in the service quality. Our purpose is notde ttie effects of wireless
channel errors but to give partial compensation so thatttheraise unfair service (due
to location-dependent errors) is made fairer.

Observe that bandwidth allocation over a lossy channebdhtces a fundamental
trade-off between fairness and utilisation: users witthkigerror rates need to be al-
located more capacity to get the same fair amount of servitéhis decreases overall
utilization; and vice versa: utilization is increased blpehting more capacity to users
with better channels, which makes the allocation less Tdie actual amount of com-
pensation is based on the service provider’s choice in tadetoff. Our aim here is to



extend wireline fair scheduling algorithms by a simple magdhm for compensation to
improve fairness, so that this tradoff between fairnessuitidation can be controlled
by the service provider.

In [3] we introduced a simple compensation mechanism whnerenaster scheduler
in the base station compensates for losses over the aifdogafter they occurWe
analysed the trade-off between fairness and utilisatiaitla@impact of link layer ARQ
and TCP traffic.

Our approach here is an extension of our previous work. Thetenacheduler in
the base station does not have any information or assungpéibout the state of the
wireless channel. Instead it compensates for channekeaifter they occur. We extend
the architecture byllowing the users to defer their transmission to a laterdimhen
the channel is temporarily in a bad stat@ur approach is therefore decentralized in the
sense that the master scheduler using a simple compensaitiranism is making the
scheduling decision without any regard to the wireless nbhstate. Each user of the
channelis responsible by itself for the estimation and jotexh of its own channel, and
can optimize when to transmit on its own. When the channelpeeted to be bad for
some time, the user can defer its transmission until therblas expected to recover,
based on the measured channel properties. This is encaufiagienot controlled) by
the master scheduler as it allows the users to partiallyamecunused capacity in the
future.

This approach offers several advantages. First, we do reat ttemake any assump-
tions about the error characteristics of the channel andrtaster scheduler does not
need the prediction of the state of the link. This is usefutsiit is generally difficult to
reliably predict the channel state in the future. Secondsolieme offers a modular im-
plementation and greatly simplifies the master schedukérdTit offers a decoupling
of functionality: the users’ estimation and prediction b&tchannel can be changed
without modifying the master scheduler.

The paper is organized as follows. Section 2 presents themyarchitecture. The
master scheduling algorithm is described in Section 3.i&edtshows how a user can
optimize for itself the channel usage. Our simulation ressaite presented in Section 5,
and Section 6 concludes the paper.

2 System architecture

In this subsection we briefly present the system architedtuwhich we applied our
scheme. An example to such a system is the HiperLAN type 2legisel AN system
[2], but the compensation algorithms can be adapted to atfebitectures as well.

Wireless access is provided in a cellular architecture,revla@ Access Point (AP)
serves as the base station (BS) in each cell. APs are codnegte fixed network.
Mobile Terminals (MTs) are associated with the AP of the ttedly are in. All commu-
nication from and to a MT takes place through the AP.

The system uses TDMA/TDD (Time Division Multiple Accessfi Division Du-
plex) access, that is, all communications in a cell, bottinkphnd downlink, use the
same frequencies, and are multiplexed in time as deterntbgettie AP. The MAC
protocol is frame-based, with a fixed-sized frame of 2ms.ridisga is transmitted in
fixed-sized radio packets (referred to a PDUs, protocol daiizs) with 48 bytes of pay-



load. Lost packets may be retransmitted as determined bjR@ (automatic repeat
request) protocol.

Each frame consists of a downlink and an uplink part. At thgifr@ing of each
frame, the AP announces how uplink and downlink transmissare allocated within
the current frame. Therefore communication is contenfree; with the exception of
a short random access channel at the end of each frame, Wigek&Tis can transmit
control information to the AP.

The process of scheduling transmission resources in a MARdrtakes place as
follows. The master scheduler within the AP takes as itstitipel number of packets
queued for transmission for each user of the air interface.déwnlink traffic this is
readily available at the AP, while for uplink traffic this mrfnation is sent to the AP in
control messages.

The master scheduler can run its scheduling algorithm fiayrfeame to determine
how the resources are allocated. It takes as input the resgaguests from users
transmitter either in the random access channel at the efrdroes or earlier in the
frame as control information. Depending on the impleméaitethe scheduling process
can incur one or more frames of delay which is not consideszd.firhe output of the
scheduler are the resource grants announced at the begwirtime new frame.

When applying a fair queuing algorithm in the master schexiule can think of the
scheduling process in two steps. Based on the resourcestsdram the users, a virtual
server running a fair queuing algorithm serves the usetsdritst step, and the amount
of total service is determined for each user for the next &aifrhis is the amount of
allocation each user will get in the frame, but the actuakdrd) of allocation within
the frame may be changed in the second step. Most likelyatitmres for a given user
will be grouped together to reduce overhead, and downlirkgplink transmissions
will also be grouped together. We address only this stepigythper, so it must be kept
in mind that the actual transmissions may take place at adimeaximum one frame
apart from when the server made the service.

3 Master scheduling algorithm

There are a number of wireline fair scheduling algorithmshsas Weighted Fair Queu-
ing (WFQ) and others [6]. We have chosen Start-time Fair @Que(SFQ) for our
scheme, which will be motivated in Subsection 3.2. Firstjmmoduce SFQ.

3.1 Start-timeFair Queuing

Start-time Fair Queuing [1] greatly reduces the computati@complexity of WFQ by

avoiding the need to simulate the fluid server in real timetwdl time in SFQ is derived
from the start tag of the packet in service. Another advaatafgthis method is that
SFQ is applicable to variable rate servers without a needke the server rate into
account in the virtual time computation. The price paid fas tsimplicity is that the

delay guarantee increases with number of flows. The fairrieesughput and delay
properties of SFQ are analyzed in [1].

Start-time Fair Queuing is defined as follows [1]:



1 Packetj of flow i is stamped with a start and finish tinsé and F/, respectively,
upon arrival at time4?.

S7 = max{v(A?), F/~'}, F/ = &7 + Li forj>1 (1)

K2

where =0, w; is the weight of flowi, L/ is the length of packet of flow i, and
v(t) is the virtual time at time.

2 The server virtual time is initially 0. During a busy peritite server virtual time at
timet, v(t), is defined to be equal to the start tag of the packet in sentitiene
t. At the end of a busy periodyt) is set to the maximum of finish tag assigned to
any packets that have been serviced by time

3 Packets are served in increasing order of start tags;égisraken arbitrarily.

3.2 Fair Queuingin the AP master-scheduler

It is possible to use any of the fair scheduling algorithmshie first step of the AP
master scheduler [6]. A number of differences from wireliaie queuing must be noted
however:(a) Scheduling has a granularity ofuser, which may be coarser than the
granularity offlows (b) The scheduling process has no immediate information about
the arrival of packets or the immediate backlogged statugiefies. All that the server
can take into account is whether users are satisfied or sfisdtias compared to the
resource requests that users make on a frame by frame bhg@sswhy we use the
terms satisfied or unsatisfied, instead of backlogged or eidbgged, for the status
of the users in the scheduling proce&s. The scheduler is only responsible for the
amount of allocations to the users, and the users of the t@rface themselves can
decide how to utilize the allocated capacity for new trarssioins and retransmissions.
Since the scheduler is in no control of the individual paskétis better to use per
user state information in the scheduling process, rattear ger packet information (as
is traditional with the start and finish time tags in fair qirgpalgorithms).(d) The
computation of the system virtual time (i.e. the simulatidrihe fluid server) is made
easier by the fact that users can become unsatisfied (i.&adent of backlogged) only
at frame boundaries, which must be also packet service laigsd This follows that the
satisfied status of a user changes only after the service afleep(e) The unsatisfied
status of a user may change to satisfied even without the sesflamount of service
provided by the scheduler because the user may give up furthesmission attempts
of some packets at the expiration of some timer, or becawsadkr may decide to
defer its transmission to a later frame, as discussed Mtieen the virtual fluid server
is simulated, this requires modifications since the set shtisfied users can change in
the past in the sense that virtual service was given to a ugehé corresponding real
service cannot be given later. To solve this problem, thégegrice to a user that is
no longer unsatisfied can be given to another user as a "gfe3éis is not discussed
further here.

Here we apply SFQ to our study. The choice is motivated by dlsethat SFQ is
not sensitive to the changes of the satisfied status of thrs,use the computation of
the virtual time or the selection of the next user does notttasbe modified as users



become satisfied and unsatisfied (see (e) above), and thailsSe@putationally sim-
ple, yet provides fairness, throughput and delay guaran&iéhough a computation-
ally more expensive algorithm such as WFQ could providetéigdelay bounds, the
frame-based architecture itself introduces a delay in @%g avhich does not motivate
a computationally more expensive algorithm.

We adapt SFQ to the master-scheduler of the AP in the follgwiay.

1 A start and a finish tadgy; and F;, are associated with eaciser, corresponding to
the virtual start and finish time of the packet at the head efgtheue. When a new
packet enters the head of the queue at tiniee. a packet has been served, or the
user becomes unsatisfied), then the new values are comparede old value of
the finish time F/, as

L
S; — max{F/,v(t)}, | — o F, — S;+1 2

where initially F! = 0, w; is the weight of flow:, L is the length of all packets s
the normalized length of the packet, and) is the virtual time at time.

2 The server virtual time is initially 0. During a busy peritite server virtual time at
timet, v(t), is defined such that when a packet from usanters service, the system
virtual time becomes;, the start tag corresponding to the packet. When the system
is idle the virtual time is increased linearly such théat(t)/dt = C/> ., ws
wherel/ is the set of all users.

3 Packets are served in increasing order of start tags;éelsraken arbitrarily.

Note that the start and finish tag computation was modifieifas as only the
start and finish tag of the first packet of a user is maintaifi@dt even when the last
packet of a user is served, its finish tag, denote@hynust be maintained.) The virtual
time computation was modified in that for an idle server, tineial time is incremented
linearly so that it reflects the increase in the minimum amairvirtual service that
each user could have been given if it were unsatisfied (adeitliscussed later).

3.3 Compensation of lost and unused resour ces

Location dependent errors on the wireless channel canthkeamount and distribu-
tion of resources utilized by the users, which motivatesrtbed for a compensation
mechanism in the scheduler. We extend the scheduler by teastgf compensation:
compensation of lost and unused resources

Lost resources correspond to the packets which were noivesteorrectly. They
can become known to the AP scheduler through the ARQ pro#dtmithe errors occur.
By compensating for lost resources the differences of usedput due to the different
radio channel conditions can be reduced.

Unused resources correspond to the amount of service aasdritave got while it
did not request resources. By compensating unused resdateewe give incentive to
the users to monitor the state of their wireless links thdweseand defer transmission
when the link is temporarily in a bad condition.

To implement the compensation, we introduce the state hariag for each user,
denoted byn,;, to represent the amount of normalized service that the shssuld get



in compensation. The constahit 0 < §; < 1 represents the amount of compensation
for lost resources3; = 1 means that all of the lost capacity is compensated later,
8, = 0 means no compensation for lost capacity. Similarly, thestamt3, represents
the amount of compensation for unused resour@es, 3,, < 1. The constant, 0 <
~v < 1, is called the speed of compensation, and determines thesise of allocations
when a user is being compensated—= 0 corresponds to no compensation, whereas
~v = 1 corresponds to immediate compensation, where a user isexsated before
any other users can get more allocations.

The scheduling algorithm is extended as follows.

4 After each error of a packet of lengihon the wireless channel for usieas reported
by the ARQ protocol, its lag is incremented Bytimes the normalized service that
was lost:

n; < min{n; + B L/w;, nmax }-

5 When usei becomes unsatisfied at the beginning of a frame at timféer being
satisfied, its lag is incremented g, times the normalized service that the user
missed:

n; <« min{n; + B, max{v(t) — F/,0}, Nmaz }

whereu(t) is the virtual time at time, and F is the finish time of uset before
it became satisfied. Sinegt) can be interpreted as the normalized fair amount of
service that each user could have received up to timé) — F/ is the amount of
normalized service that the user missed while it was satisfie

6 Equation eq. (2) is modified as follows.

L
| «— E’lc — min{n;, Y}, F; — S; +1—lc,n; <« n; — g, 3)

wherel is the normalized length of the packeét,s the normalized compensation
given during the service of the packet.

This means that while a user is being compensated, the niaedalervice given
when a single packet is served is artificially decreased tiynes the normalized
length of the packet. This can also be interpreted as incrgdke weight of the
user fromw; to w; /(1 — 7). The lag is decreased by the amount that was used up
for the compensation.

The amount of lag is maximized by,,.... The purpose of this limit is to allow the
compensation of lost and temporarily deferred transmisstaut limit the amount of
compensation for a users with little or no traffic for a longipé of time.

As seen from the implementation of compensation a user iggb@mpensated in
such a way that its weight is in effect increased framto w; /(1 — ). This is why
the admission criterion for a new flow (which is in the case BS) ., w; < C)

becomest= Y-, wi < C.

4 User behaviour

The previous section has presented the master schedujjogtain that provides two
kinds of compensation to the users: compensation for laduaused resources. Each



user can observe the quality of its own channel through nreasents and can decide
how much capacity to request. Here we make the following Bfytipg assumptions:
we assume that the success of the transmissions of a usemisikmmediately after
the transmissions through the use of an ARQ mechanism ornthé&ler, there is no
delay associated with the capacity requests, and thatnesoeguests are never lost. A
user either makes a resource request according to the gagk#ing for transmission
in its buffers, or makes a resource request of zero, therelryquishing service to a
later frame. Our purpose in this section is to arrive at a metfor a user to decide
when to relinquish service (i.e. make a resource reques}).oiV® assume that a user
has knowledge of the scheduling algorithm and its constararpeters.

Relinquishing service in a given frame can be useful for tiobife because channel
behaviour is typically positively correlated, so when arusteserves bad channel, it is
likely that the channel will continue to be bad for some time.

In the following subsections, we present a simple solutiathis problem where the
user builds a model of the channel estimating the paramethish enable it to make
a prediction of the future expected channel state and dedi@a to relinquish service.

4.1 Channel model and prediction

We use a simple AR(1) (autoregressive) model. This is a viemple model, yet pow-
erful enough to capture the correlated nature of the chaioté that the AR(1) model
and the quantitative approximation must be regarded asdtiesrsince we have no way
of getting any a priory information on the channel propertiad its stationary nature.

We model the success rate in every frame, that is, the fracticuccessfully re-
ceived PDUs out of the transmitted PDUs in every frame. Tis¢ridution of errors
within a frame is not modeled.

The AR(1) process (established independently for each) isseritten as

v[t + 1] = pu[t] + oz, s[t] = 7+ v[t] 4)

whereo(t] is the actual AR(1) process, arft] is the process of success ratas the
frame counter (integer); is a standard normally distributed random variabler, =
are the parameters of the process. We make the simplificttairwe do not consider
to be part of the AR(1) process those frames where the uset scheduled.

The expected value, variance and correlation of the progéss given as

Es[t] — Vars[t] _ - i p2’ Cov (i/[;];;[[f]"’ k]) _ pk (5)

We note that the proces$] could take on values outside the inter{@l1]. How-
ever, we are going to use the model only to predict the expeakie of the success
rate in the future. According to Equation 10 in Subsectidh #.will be clear that the
prediction cannot take on a value outside the intef9al] provided thatr and the
measured values of the process are within that interval.

We need to estimate the parameters of the model in such a \ahyashmore and
more measurements are available, the accuracy improvéiseather hand, the param-
eter estimation adapts to long-term, non-stationary chaiiig the channel behaviour.



To achieve this, we use exponential moving averages in alptirameter estimations
with weight¢.
Estimations are based ofi[t], success rate measured in the last frames esti-
mated at frame as
m[t] < 7lt — 1o + 57 [t)(1 = ¢) (6)

Estimation of correlation is made indirectly through théraation of second mo-
ment,d, and first order mixed second moment (i.e(si]s[t — 1])), v, of the process:

S[t] « oft — 1o+ (s*[1)*(1 — ¢), ¥[t] — [t — o + s [t]s"[t = 1)(1 — ¢) (7)
The variance of the measured process is estimated as
ult] = [t] — (x[t))? (8)

The following estimator can be shown to converge to the ¢ation if the measured
process is AR(1):

) Wlt] = mlflnlt — 1] .
M= =T - G- P en = i) ©

Given a current measurement of the successsgtéand the estimations[¢] and
p[t], the success rate for the frarhe- k& can be predicted as

3[t + K] = (s*[t] = 7 [t (plt)* + 1] (10)

4.2 User decision

Based on the channel measurements and predictions, a usedeuide whether to re-
linquish transmission in the next frame in the hope of mofieieht transmission later.
Our criterion aims at maximizing throughput for the userefelwe do not consider ex-
plicit delay guarantees for a user, though they may be iraratpd as well by imposing
additional rules that do not allow a user to defer transraissihen the delay bound
could be violated.)

In order to be able to provide a decision function that is ejajplle by a user without
any explicit information about other users or the future, wake several simplifying
assumptions. We assume that compensation is not yet lifmjtéte maximum lag; and
we do not consider changes in the success rate during coatpmnr unused service;
furthermore we approximate the service given to a user foorapensation of: to
be z[t], that is, success rate during compensation is approxintatete estimated
average success ratgét] . Our decision will be based on the expected service with
compensation for one PDU in a frame.

If the user decides to transmit in the next frame, the expestevice per packetin
the frame isL3[t + 1] (whereL is the packet length), and the expected lost service is
L(1 — §[t + 1]). The expected compensation/i§l — §[t + 1])/5; giving an expected
service ofL(1 — §[t + 1])G;7[t] since we assume that the success rate during compen-
sation for lost resources igt]. So the expected service per PDULg[t + 1] + (1 —
8t + 1])Bi[t]). If the user defers transmission to a later fratne d, the total service
received instead of the allocation of a PDU in the currentfzas less by the factgs,,



since the service is being compensated for unused cap&oitire expected service per
PDU isLg, (8t +d] + (1 — §[t +d])By=[t]). Transmission is relinquished in the current
slot if the expected service per PDU is increased:

L[t + 1)+ (1 =3[t +1]))Gim[t]) < LBu(8[t +d] + (1 — [t + d)Gir[t]) (A1)

which gives
1
s[t+1 5 —1
el el < 8[t+d] (12)
Bu g —

Deferring transmission in the current frame is useful whHend¢hannel model sug-
gests that at a later franter d the expected success rate fulfills the above equation.

We introduce a threshold-based decision criterion for & usieg an upper thresh-
old #; and a lower thresholé,, on the expected success rate for the next frafhe 1].
We assume a greedy user meaning a user that has always datastoit, so that it can
use any additional capacity provided to it. (TCP traffic issaample of greedy traffic. )

The upper threshold determines the sensitivity of the algorand it is specified
through the constant which gives the thresholds relative position with respedtie
average success rate and its standard deviation:

01 = nlt] — w\/plt] (13)

The lower threshold is determined in such a way that if thesetgd success rate in
the next frame falls below the lower threshold and the usdiswtil the expected suc-
cess rate reaches the upper threshold, then the user istedfgececeive more service
compared to not deferring transmission. This follows that telationship betweefy
andf, can be obtained by applying eq. (12):

. —
0y = Bu <91 - i—1> : (14)

Bimlt]

The rule is that we begin deferring transmission when thesetqnl success rate
falls belowd-, and re-start when the expected success rate is ahove

4.3 Adaptivethreshold calculation

The previous subsection described how the thresialdsdd, can be computed given
w, which determines sensitivity of the thresholds. A highueabfw results in lower
thresholds and therefore less frequent relinquishing nice. A low value ofw on the
other hand causes the user to relinquish service more often.

To reach the highest throughput and most efficient resouilggation, a user should
relinquish service as often as possible so that during tnégssson, the channel be-
haviour is as good as possible. However, the speed of corapiensn the master-
scheduler (determined by the parameigposes an upper limit on the frequency of
relinquishing service: the average rate of necessary cosgti®n generated by the user
should not exceed the rate of compensation that the sclrezdulgorovide.



The optimal value ofv depends on the speed of compensatigrhut also on the
behaviour of other users, whether they request resouraest@nd how much compen-
sation they receive. This is why we have chosen to implemeataptive algorithm for
settingw based on feedback from the scheduler in the AP. This adagigveithm can
be regarded as optional in the scheme: without it, a value ftain be set as a constant.

The algorithm works as follows. In the broadcast channelawheframe, the AP
gives a one-bit feedback to all the users which is set whemsee has nonzero lag.
Each user monitors this bit and computes an exponentialmgaaserage (denoted by
f:) for the ratio of frames where the user has nonzero lag atc¢heduler. Whery;
is too small this means that the scheduler can still provideenaompensation. In this
case the user decreasesn orger to get more compensation for unused resources, so
that user is active when the channel is better. Wfidn too large this means that there
is a danger that the lag is too high and reach its upper linaitthe scheduler can not
provide the required amount of compensation. In this caseincreased.

5 Simulation study

We have implemented our scheme in a packet-level simulatiwironment. The sim-
ulated architecute conforms to the architecture presant8dction 2 with frame based
MAC protol with a frame length of 2ms. In our simulations, tepacity of the system
was 8 PDUs/frame where a PDU can carry 48 bytes, giving a $g&iem capacity of
1.5Mbps. This capacity is shared by two users, each havirayarage PDU loss rate
of 25%, but independent channel error models. User 1 hagperiently distributed
losses, while User 2 has bursty losses according to an ONNIdfkovian model. The
average OFF period is 100 PDU transmission times, the ldesg®5 % in the OFF
period, 5% in the ON period. Both users are greedy.

Figure 1 shows a trace

User from a simulation for User
14 b avg. succ. rate | 2, having bursty losses. The
- —— measured succ. rate . 3
predicted suce. rate figure plots the time evolu-
hetal .
thotaz tion of a number of param-
= alloc. per frame eters computed each frame.

The measured success rate
is the ratio of the success-
ful PDU deliveries to all
PDU transmissions in the
last frame. The average and
predicted success rates are
computed as described in
Subsection 4.1. The thresh-
olds 6, andfd, (Subsection

-0.1
i800.0 1900.0 2000.0 2100.0 22000 4.2) are also plotted. The

Time [ms] user's decision and the be-

Fig.1. User behaviour when the channel has bursty efaviour of the scheduler is
rors. seen on the amount of allo-
cation per frame. In the figure, this gives the number of PDlldeated in the frame to



the user as a fraction of the total number of PDUs per frama (8ir setup). When the
user decides to relinquish service in a frame, this is seeth®yack of allocation per
frame.

The simulation illustrates the user behaviour and compgamséwe used the pa-
rametersy = 0.5, 8, = 0.5, 5, = 0.8 here). In the figure we can see two periods when
the user relinquishes service, one at 1850ms, the other 1@80ms to 2120ms. The
latter is a long OFF period in which the user re-starts sévienes. Note the increased
amount of allocation after a user relinquished its servica eesult of compensation for
unused capacity in the scheduler.

Figure 2 shows the effectaf 107
on the throughput of connections s <
and system utilisation. In this sim- Aloct -

Goodputl -4~

ulation there was full compensa- os Gooput2 =
tion for unused capacitys, = 1), g —— DeferRate2 -+~
no compensation for lost capacity |
(3 = 0) and the speed of com- *
pensationy = 0.5. The figure
shows the following throughput
guantities normalized by the sys-
tem capacity: the total allocation .
for both connections (SumAlloc), ™} "
the total goodput of the two con- |} R
nections (SumGoodput), the allo- | “cc..
cated capacity from the two con- ° o8 Y oome P : 2
nections (Allocl and Alloc2) and

the goodput (successfully carried Fig. 2. Effectofw, v = 0.5, 3, =1, 5 = 0.
traffic) for the two connections. The graphs DeferRatel aaftfRate2 show the frac-

tion of frames where User 1 and 2 decided to relinquishedtrassion.

4k

o

The figure clearly shows a | %2
maximum for the total good- quSimloc >
put and the goodput for User 2 ** Alloct e
(the one with bursty channel loss 1 Caniu -
model) at neaw = 0.15. User 1, e
can not achieve any improvement aomesez =
since its channel losses are inde-"
pendent. For highew, the gain
of User 2 is less becuase the usefos| ..o N\ =
relinquishes transmission less fre- _j——— —
quently, therefore it does notavoid 4 -sgnn R
all the bad channel states that it "*{----+ I i s =
possibly could. This clearly shows oz gusns gumbiona R
the advantage of using the com- (Losoog 0 o0 oo e
pensation method for unused ca- ° ° 0 gama o '

pacity. For smalletw, the user re-

linquishes more service that the Fig.3. Effectofv, 3, = 1, 3, = 0.5.
scheduler can compensate. As a result, the allocation to 2Jsedecreased, and this,
of course, results in goodput decrease.



Figure 2 illustrates that there exists an optimal value ofiotivating the use of the
adaptivew calculation approach described in Subsection 4.3.

Using that algorithm to set adaptively, Figure 3 shows the effect of changing
the speed of compensation, while 3, = 1 and3; = 0.5. (The average value of
for the users are shown by aOmegal and aOmega2.) As the speethpensation
increases, there is time for more frequent relinquishingesf/ice for User 2 (increase
of deferRate2). This is achieved through the decrease. ™ote that asy increases
from 0 to about 0.6, there is significant increase in the teyatem goodput as well as
the goodput of User 2 and also User 1. The increase of goodpUksfer 2 is explained
by its better utilisation of the allocated capacity, whie slight increase of goodput for
User 1 is explained by the increase of allocation providdatidae to the compensation
for lost capacity.

6 Conclusions

We have presented a scheme for the resource allocation afajbecity of a frame-
based wireless base station with its performance evaluatioe new contributions of
our work are (a) presenting a modular architecture wheréainenaster-scheduler does
not explicitly take into consideration the channel statendfvidual users; (b) showing
how a wireline fair scheduling algorithm can be simply exted to compensate for lost
capacity after losses occur; (c) extending the masterekdbewith compensation for
unused capacity, so user can optimize for its own when togalsh service in the hope
of more service later; (d) showing one possible way of useab®ur; and (e) showing
by simulation that the pair of master scheduler and usesi®etiule can work together
to improve both the total system utilization and the goodgunndividual users.
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