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1 Introduction

From the very beginning of the Internet, traffic congestion has been recognized as an
undesirable phenomenon that must be avoided in order to maintain stable operation.
Congestion occurs when the aggregate demand for a resource exceeds its capacity, which
typically leads to significant performance degradation in communication networks. As a
solution, the Transmission Control Protocol (TCP) [1] was introduced in 1981 and it de-
fined a set of mechanisms to prevent such adverse events by adjusting the transmission
rate based on various observations. Closed-loop congestion control performed by TCP
has proven to be a successful approach, but several versions have been developed over the
past decades to satisfy the ever-changing requirements of heterogeneous network environ-
ments [2]. However, in the recent years it became apparent that the continuous refinement
of TCP cannot follow the incredibly fast evolution of technologies and applications, as
well as the increasing user demands.

It is clear that emerging paradigms like cloud computing and software-defined network-
ing, and what is more, the upcoming era of 5G mobile networks and Internet of Things
will require much more efficient transport methods governed by fundamentally different
principles. Taking into account these trends, it is natural to ask if congestion control is
indispensable to ensure reliable communication. While the research community is urged
to find the answer, only a few papers elaborate on this challenging issue. For example,
the authors of [3] argue that it may not be necessary to keep the network uncongested to
yield good performance, and a greedy transport protocol has the potential to outperform
TCP. In 2007, a research plan [4] published by the organization of GENI (Global Environ-
ment for Network Innovations) recommended the omission of TCP’s congestion control
mechanism and suggested to use error correction techniques instead so as to cope with
packet loss. The validity of this approach is supported by a recent study [5] claiming that
congestion collapse does not happen in many cases even if no congestion control is applied
at the network endpoints. However, to reveal whether the Internet can work efficiently
without the key functionality of TCP, extensive research needs to be conducted.

2 Research Objectives

This dissertation addresses the challenging task of building an Internet architecture with-
out congestion control while still ensuring reliable end-to-end communication. My research
goal was to work out new methods for efficient data transport and to give an in-depth
analysis of the proposed solutions.
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My main contributions are the following:

In the first part of the dissertation, I investigate a novel digital fountain based
communication paradigm, which consists of a transport mechanism called Digital
Fountain based Communication Protocol (DFCP) and an underlying network archi-
tecture where fairness is managed at the routers instead of endpoints. The design
and operating principles are discussed in detail together with the potential benefits
of the approach.

The second part presents a comprehensive performance analysis of DFCP and TCP
carried out in a multi-platform evaluation framework using packet-level simulations
and testbed measurements. The experiments cover various network topologies and
settings to reveal different properties such as goodput performance, buffer demand,
flow transfer efficiency, fairness, network utilization and scalability.

Since today’s network traffic is highly dynamic, the third part is completely devoted
to the characterization of the two transfer paradigms under rapidly changing condi-
tions, with a special focus on the features of stability, convergence, responsiveness
and saturation time.

Finally, a bandwidth estimation method is proposed for mobile networks, which can
estimate the available bandwidth by exploiting the user-generated downlink network
traffic with a negligible additional load. The core of the solution is a busy period
detection algorithm capable of providing reasonable accuracy in spite of quick and
high variations often seen in mobile data networks.

I believe that the findings presented in this dissertation can greatly promote the re-
search on alternative data transfer methods as they shed light on the important fact
that communication without the need of controlling the congestion is possible and merits
further investigation.

3 Methodology

The transport mechanism of DFCP has been implemented in the Linux kernel as in the
case of TCP. To deeply investigate our proposal, measurements were conducted both in a
simulation framework and in real test networks. As a simulation tool, the ns-2 packet-level
simulator [6] was used with the Network Simulation Cradle (NSC) [7] extension modified
in C++ to properly handle the kernel implementation of DFCP. Testbed measurements
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were performed in different laboratory network configurations and in a remote network em-
ulation environment called Emulab [8]. In order to get sound results, these three platforms
have been extensively cross-validated, which is unique in a sense regarding the literature
of transport protocols. The available bandwidth estimation algorithm was evaluated on
packet traces gathered from a 3G mobile network by using a realistic traffic emulator [9].

4 New Results

4.1 An Evaluation Framework for New Transport Protocols

Although most researchers evaluating protocols and algorithms rely solely on simulation or
testbed measurement results, in fact, these two methodologies are necessary to be applied
together especially in the case of the investigation of fundamentally new paradigms. On the
one hand, the main risk of using only simulations is that these environments are far from
realistic in most cases, thus many real-world factors can easily be neglected [10, 11]. On the
other hand, performing only testbed measurements can also lead to the loss of generality,
because special hardware components can significantly affect the results. In addition,
building a complex network testbed is a time-consuming process, and measurements are
often very difficult to repeat [12, 13].

Thesis group 1. I have created a multi-platform evaluation framework, which

enables the performance analysis of both the congestion control and digital

fountain based transport mechanisms in a reliable and consistent way [C3,

J1, J2].

Thesis 1.1. I have built a laboratory testbed to investigate the operation and properties
of transport protocols. I have designed and constructed network topologies suitable for
studying various protocol features. I have made possible the performance evaluation of
data transfer methods in environments with different delay and loss characteristics.

Thesis 1.2. I have constructed a testbed in the Emulab network emulation environment
maintained for research purposes in order to investigate complex network topologies. I have
designed networks consisting of multiple nodes and links, which enable a more thorough
understanding of protocol behavior under realistic conditions.

Thesis 1.3. I have created a simulation environment aimed at investigating measurement
scenarios that cannot be performed in network testbeds. I have made possible the analysis
of the novel transport protocol without congestion control in the ns-2 network simulator
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Figure 1. Investigated network topologies

by modifying the NSC extension, which has only supported the simulation of TCP-based
transport protocols.

The performance of data transfer mechanisms was evaluated on the network topologies
of Figure 1 frequently used in the literature for investigating protocols and algorithms [14].
The dumbbell topology (Figure 1a) made it possible to study the operation of transport
protocols and their features in the case of different network settings (bandwidth, delay,
packet loss, buffer size, etc.). Moreover, other important properties such as fairness and
scalability were also examined on the topology illustrated in Figure 1a for concurrent
flows. The parking lot topology (Figure 1b) was used to analyze the behavior of protocols
in multi-bottleneck networks.

The integrated test environment makes it possible to perform complex analysis by
exploiting the benefits of each platform. Furthermore, it is able to produce reliable and
consistent results, which is essential to draw right conclusions. Network Simulation Cradle
(NSC) is an extension of the ns-2 simulator, which supports the simulation of network
stacks of many operating systems (e.g. BSD and Linux) directly from the kernel code.
NSC is capable of producing extremely accurate results, but it only enables the inves-
tigation of TCP versions and new TCP-like transport mechanisms. Since the proposed
data transfer method is based on a fundamentally different principle compared to that of
TCP, several protocol-specific modifications have been made to integrate the source code
of DFCP into the framework. Figure 2 shows the main elements of the integrated simu-
lation environment. The basic models of transport protocols are defined in ns-2 including
all necessary parameters. The two simulator components (ns-2 and NSC) communicate
through a common interface, provided by a C++ shared library. In case of an interaction,
ns-2 invokes the related protocol-specific methods in NSC, which then call the proper
kernel function. NSC can handle multiple copies of the global data used by the network
stack making possible to run independent instances of protocol implementations within
the same simulation scenario.
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Figure 2. The DFCP-compatible integrated simulation framework

4.2 Analysis of Digital Fountain Based Communication

The key component of the data transfer paradigm presented in this dissertation is the
DFCP protocol, which recovers lost packets by using digital fountain codes [15]. The
main advantage of fountain coding is that it can generate an arbitrary length encoded
stream from the original message, then decoding can be successfully performed if any
part of this stream with size slightly larger than the original message is available. DFCP
applies Raptor coding [16], which is the most efficient error correction technique today
due to its linear encoding and decoding complexity.

The network architecture built upon the transfer mechanism of DFCP is shown in
Figure 3. Let assume that the sender wants to transfer a message of length k to the receiver,
and the data is transmitted at the maximum possible rate without applying congestion
control. The use of Raptor codes enables the sender to generate a potentially infinite
stream of encoded bytes by adding a redundancy of ϵ > 0, and the original message can
be recovered at the receiver with high probability if any subset of size ⌈(1+ ε)k⌉ encoded
symbols arrive. Since in the case of real applications the value of ϵ is typically about a
few percent, this approach provides efficient communication between the nodes while the
full utilization of network resources is guaranteed. To avoid starvation of competing flows,
equal bandwidth sharing has to be ensured by employing fair schedulers in the routers.
Several fair queuing algorithms (e.g. DRR [17]) are already available and configurable in
current network devices providing scalable way [18] for resource sharing.

The flow chart of the coding and data transfer process can be seen in Figure 4. The data
bytes received from the application layer are organized into message blocks, then DFCP
performs LDPC (Low-Density Parity-Check) encoding [19], also known as precoding, by
adding redundant bytes to the original data. These encoded blocks provide the input for
the next phase, which is called LT (Luby Transform) encoding [20]. Theoretically, the LT
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Figure 3. The network architecture built upon the transfer mechanism of DFCP

encoder can generate an infinite length encoded stream, but in practice, it can only be sent
to the receiver in blocks. To this end, DFCP applies a sliding window based flow control
mechanism intended to determine the maximum number of unacknowledged blocks in the
network. The main goal is to prevent buffer overflows at the receiver side, but it works
differently compared to the solution of TCP. In general, the size of the sliding window
should be chosen such that it does not limit the transmission performance.

Thesis group 2. I have studied the operation and the fundamental properties

of a novel transport protocol without congestion control called DFCP (Digital

Fountain based Communication Protocol) in a multi-platform test environ-

ment [C3, C5, J1, J2].

Window

Message block

63,536 bytes

LDPC coding LT coding

Raptor coding

Encoded block

63,536 + 2,000 bytes

65,536 bytes

Application-level data

Figure 4. The flow chart of the coding and data transfer process
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Thesis 2.1. I have proved by extensive analysis performed on different network topologies
that the prototype of DFCP can work efficiently in environments with a broad range of
packet loss rates and round-trip times (0–50%, 0–500 ms). I have determined that the
maximum achievable goodput is independent of the extent of packet loss and delay for
values frequently occur in real networks (0–1%, 0–100 ms).

Thesis 2.2. I have investigated how the protocol-specific parameters like coding redun-
dancy and window size affect the goodput performance, as well as the generated traffic
characteristics. I have shown that increasing the amount of redundancy up to 50%, the
transmission rate is decreased at most by 33%. Furthermore, I have verified that the use
of a larger window leads to a more bursty traffic, hence in order to guarantee optimal
operation, it must be adjusted to the lowest value where the flow control mechanism does
not impose any limitation.

To evaluate the performance of transport protocols, several well-known metrics can
be found in the literature. One of the most widely used measures is throughput, which
gives the amount of data transferred per second from source to destination. However, when
comparing the efficiency of transport mechanisms based on different principles, it is better
to investigate goodput instead of throughput, because goodput refers only to the useful
data bytes excluding the protocol headers, the added redundancy and the coding overhead.
The analytical calculation of the goodput can be obtained by the digital fountain based
data transfer paradigm is feasible for the simple dumbbell topology (Figure 1a). Suppose
that the bottleneck link with capacity cB is fed by N senders connecting through the
access links having capacities c1, c2, . . . , cN . Each sender transfers one flow simultaneously
that results in N concurrent flows competing for the shared bottleneck capacity. Assuming
that fair schedulers are used in the network routers, and the redundancy is denoted by ε,
the goodput of flow i can be given as follows:

Gi =



cB
(1+εi)N

∀j : cj ≥ cB
N

ci
1+εi

ci <
cB
N

cB−

N∑
k=1

I{ck< cB
N

}ck

(1+εi)

N∑
k=1

I{ck≥ cB
N

}

∃j : cj < cB
N

and ci ≥ cB
N

.

The impact of DFCP parameters on the performance is illustrated in Figure 5 when
redundancy and window size are adjusted to ϵ = 0.05 and 1000 blocks, respectively (in
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(b) Goodput in the function of window size

Figure 5. The impact of DFCP parameters on the performance

this case, N = 1 and cB = c1 = 1000 Mbps). We can observe that the decrease in goodput
does not change linearly with increasing redundancy (Figure 5a), but the typical value is
below 5%, which ensures high probability decoding in the case of recent Raptor codes. As
the window size increases, the goodput gets higher until it achieves the maximum possible
value (Figure 5b). However, the use of a larger window in DFCP leads to a more bursty
traffic, hence it is practical to set the window size such that further increasing does not
improve the goodput performance, or in other words, the flow control mechanism does
not limit the transmission rate.

4.3 Performance Evaluation of Data Transfer Paradigms

In the current Internet, the Transmission Control Protocol (TCP) carries more than 80%
of network traffic. TCP is a connection-oriented transport protocol that provides reliable
data transfer in end-to-end communication. The most important feature of TCP is its
congestion control mechanism, which is used to avoid congestion collapse [21] by properly
adjusting the sending rate. The history of TCP dates back to 1981 when the official
protocol specification was published by the IETF in RFC 793 [1]. Over the past three
decades, a significant research effort has been devoted to TCP in order to meet the
requirements of evolving communication networks. This process has resulted in countless
TCP versions aimed to provide high performance in various environments [2].

In this dissertation, I compare DFCP to two widely used TCP versions, namely TCP
Cubic and TCP NewReno. TCP Cubic [22], being an enhanced version of its predeces-
sor, BIC TCP [23], serves as the default congestion control algorithm of Linux operating
systems. BIC TCP was originally designed to solve the well-known RTT unfairness prob-
lem [24]. TCP Cubic simplifies the window control of BIC and it applies a cubic function
in terms of the elapsed time from the last loss event, which provides good stability and
scalability. TCP NewReno [25] is a newer variant of TCP Reno [26] intended to improve
its performance when a burst of packets is lost. To achieve this goal, NewReno modifies
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Reno’s congestion control algorithm enabling faster recovery even from such undesirable
events.

To deeply understand the operation of transport protocols, a comprehensive perfor-
mance evaluation has to be carried out. The values of QoS metrics such as packet loss
and delay can change in a wide range depending on the given environment, therefore
a thorough analysis is required to reveal their impact on the performance. In the last
decade, several researchers dealt with the issue of optimal buffer sizing as well, which has
also great significance in the efficiency of transport protocols. Nowadays, router memories
are considerably over-sized due to an outdated rule of thumb [27] leading to serious per-
formance degradation in many cases as the consequence of increased end-to-end queuing
delay [28]. At the same time, in all-optical networks only small buffers can be applied be-
cause of technological constraints [29], thus it is especially important for a data transfer
mechanism to work under such conditions too.

Most network operators choose over-provisioning as a way to satisfy resource demands
even during the busy hours of the day [30], which is based on the assumption that quality
issues can be readily addressed by allowing some excess capacity. However, this approach
can often be very inefficient leading to degraded QoE, and for some environments, it
is simply not a viable option due to various constraints. The utilization, provided by a
transport protocol, is a key measure to support the proper design and sizing of networks.
In this dissertation, network utilization is interpreted as the total mean utilization of all
bottleneck resources (links and buffers).

Thesis group 3. I have revealed by a comprehensive analysis how DFCP per-

forms in different network environments compared to TCP [C3, C4, C5, J1,

J2].

Thesis 3.1. I have verified that DFCP provides faster data transmission than TCP even
in the case of lossy and high-latency links (>50 ms).

Thesis 3.2. I have proved by simulations that, in contrast to TCP, the buffer size does not
affect the performance of DFCP, thus it can work efficiently with small buffers (<100 pack-
ets) as well.

Thesis 3.3. I have shown that the transfer mechanism of DFCP keeps the queue length
fairly stable, however, the congestion control algorithm of TCP causes significant fluctu-
ation. While the extent of variation is typically a few percent for DFCP, regarding TCP
the number of packets waiting in the queue can vary in the whole range determined by the
buffer size.
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Figure 6. The operation of DFCP and TCP in a lossy environment

Thesis 3.4. I have determined by experiments carried out in complex networks that, with
90% probability, DFCP provides more than 80% network utilization while TCP works
under the 80% level. I have also pointed out that, using tiny buffers (0.01 BDP), at least
two times higher utilization can be obtained by DFCP compared to TCP.

The operation of DFCP and TCP protocols in a lossy environment is shown in Figure 6.
A great benefit of the digital fountain based transfer mechanism is the moderate sensitivity
to packet loss both in the case of independent and bursty losses. Figure 6a illustrates
the high resistance of DFCP over a wide range of loss rates with only a slight drop in
performance, whereas TCP versions are almost unable to operate even if the ratio is a few
percent. Moreover, Figure 6b shows that, assuming a realistic parameter domain, DFCP
becomes insensitive to packet loss, hence the rate variation experienced in the case of
TCP can be avoided leading to more predictable traffic characteristics.

Figure 7 demonstrates the buffer demand and usage of DFCP and TCP protocols
for a link with a capacity of 1 Gbps and a delay of 10 ms. Figure 7a shows the perfor-
mance utilization of the investigated transport protocols, which is interpreted as the ratio
between the goodput can be obtained with a particular buffer size and the maximum
goodput that can be achieved when the buffer size is set as high as to exclude it from
the limiting factors. We can see that, with a buffer size of 1000 packets, each protocol is
able to realize maximum performance utilization. However, by decreasing the buffer size
the performance of TCP variants drops considerably. For example, with a small buffer of
50 packets, TCP Cubic and TCP Reno can work only at a reduced transfer rate, 92%
and 79% of the ideal case, respectively. In contrast, DFCP can bring out the maximum
performance not only for large buffers, but also for small ones, and thanks to this property
the transport mechanism of DFCP is closely aligned to the concept of all-optical network-
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Figure 7. Buffer demand and occupancy of DFCP and TCP

ing [29]. Figure 7b illustrates the utilization of the bottleneck buffer in the function of
time. Considering the queue length dynamics, we can see that DFCP builds up the queue
in a very short time and it works with a 95% mean buffer occupancy while TCP Cubic
and Reno achieve only 75% and 58% of the available resource, respectively. It can also be
observed that the queue length highly fluctuates in the case of TCP versions, but DFCP
causes a moderate oscillation.

4.4 Dynamic Behavior of Transport Mechanisms

In the last decades, the characteristics of network traffic have changed considerably due
to the evolving technologies and the diversity of applications. Today’s Internet is a large-
scale, highly dynamic network in which sudden variations are common due to topology
and bandwidth changes. While a great portion of TCP evaluation studies deal with per-
formance analysis solely in static environments, some researchers emphasize the impor-
tance of exploring how responsive a transport protocol is under rapidly changing condi-
tions [31, 32]. In this dissertation, the dynamic behavior of two fundamentally different
paradigms are investigated: TCP Cubic with FIFO queue management (Congestion Con-
trol based Architecture, CCA) and DFCP with DRR scheduling (Digital Fountain based
Architecture, DFA). To this end, packet-level simulations were carried out focusing on the
properties of stability, convergence, responsiveness and saturation time.

Network traffic is generated by heterogeneous applications that results in many con-
current flows traversing different network paths with multiple bottlenecks from source to
destination. The transmission rates of these flows fluctuate rapidly since the currently
used congestion control based transfer mechanism could not adapt to changing conditions
as fast as needed. Stability is an important property from both traffic engineering and user
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experience point of views [33]. Rate variations often lead to the oscillation of queue length
that can eventually cause buffer overflows. Such an undesirable behavior can result in the
loss of synchronization among competing flows, periodic underutilization of link capacity
and degraded quality of service. It is also crucial regarding efficiency how fast a flow can
obtain its equilibrium rate or converge to the fair share in a dynamic environment.

Another key concern in the design of transport protocols is the ability to handle abrupt
change of traffic conditions [33]. In a real network, competing flows governed by different
transfer mechanisms often face with quick variations mainly originated from routing and
bandwidth changes, or sudden congestion. Responsiveness is of high importance describing
how fast and accurately a transport protocol can adapt to these environmental factors.

The operation of congestion control algorithms consists of two main transmission
phases. In the initial phase, TCP gradually increases the sending rate until the bottleneck
buffer is filled. Then, it is followed by an equilibrium state when the protocol achieves the
maximum transmission rate and tries to keep it stable. The length of the transient phase
highly determines the download efficiency of short-lived flows, therefore it can affect the
quality of experience for many applications. In order to capture this behavior, a perfor-
mance metric called saturation time is used [34], which can be given as the time elapsed
from the starting of a flow until the first packet is dropped from the buffer. Queue satura-
tion time is a good indicator of how fast a transport protocol can obtain its steady-state
performance.

Thesis group 4. I have investigated the behavior of the digital fountain and

the congestion control based data transfer mechanisms under dynamic network

and traffic conditions [C1].

Thesis 4.1. I have verified by simulations that, while in the case of CCA the goodput of
concurrent flows fluctuates less at small time scales, the operation of DFA is more stable
in the long run.

Thesis 4.2. I have determined that DFA enables faster convergence (typically 1–2 sec)
for the transmission rates of competing flows than CCA by an order of magnitude on
average.

Thesis 4.3. I have shown by performance evaluation that DFA can guarantee much faster
adaptation to the sudden change of the available bandwidth in comparison to CCA re-
garding both per-flow and aggregate traffic. The responsiveness becomes lower for CCA if
smaller buffers (<1 BDP) are used, whereas it is independent of the buffer size for DFA.
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Figure 8. Dynamics of concurrent flows started with different delays and their convergence
to the fair share

Thesis 4.4. I have proved that, in contrast to CCA, the queue saturation time provided
by DFA is independent of the buffer size, the number of flows and the round-trip time.

In Figure 8, the dynamics of three concurrent flows is illustrated when they were
started with different delays, namely at 0, 100 and 200 sec. The goodput gives the current
useful data transmission speed in one second resolution, and the curves were smoothed by
using a 10 sec long moving window. We can observe that, for CCA, flows converge slowly
to the fair share and then their goodput highly fluctuates around it. In the case of DFA,
the convergence time is very low whereas the fluctuation around the fair share remains
moderate. However, the transfer mechanism of DFA leads to a more bursty transmission
than that of CCA, which is due to the impact of window size on the traffic characteristics.

4.5 Bandwidth Estimation in Mobile Networks

Bandwidth estimation has received considerable attention in the last decades due to its key
role in many areas of networking [35] such as transport layer protocols, admission control,
network management and multimedia streaming, just to mention a few. For example,
transport protocols like TCP can use available bandwidth information to properly adjust
the transmission rate, making possible the efficient utilization of network resources without
causing congestion. Bandwidth estimation results also help network operators to identify
the change of user demands by monitoring the network utilization and to plan capacity
upgrades. Estimating the available bandwidth in mobile networks [36] is a serious challenge
because of the continuously changing network conditions such as the location and motion
speed of the mobile device, the number of active users in the current cell, or the signal
strength.
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Thesis group 5. I have designed a heuristic bandwidth estimation method for

mobile networks and evaluated its operation on real traffic traces [C2].

Thesis 5.1. I have worked out a bandwidth estimation algorithm, which can estimate the
instantaneous available bandwidth in mobile networks with negligible load by modeling the
queue dynamics. I have verified the operability of the proposed scheme using real traffic
traces.

Thesis 5.2. I have given a general rule for the proper setting of the threshold parameter,
which highly affects the results provided by the algorithm. I have shown that, while the
number of busy periods decreases as the threshold increases, the estimation becomes more
accurate until a breakpoint is reached, and the threshold must be adjusted to this value in
order to achieve optimal operation.

Thesis 5.3. I have determined by measurements, conducted in a mobile network, that in
the case of web traffic most busy periods (∼75%) are shorter than one second.

Thesis 5.4. I have verified that, in spite of the short busy periods, the proposed method
is able to give accurate results.

Bandwidth estimation algorithm
input : trace, d, th, gap
output: bw

1 m← false; b← false;
2 for i← 1 to n− 1 do
3 if ti+1 − ti = d and m = false then
4 q ← 0;
5 m← true;
6 else if ti+1 − ti > gap and m = true then
7 m← false;
8 b← false;
9 else if m = true then

10 q ← ti+1 − ti − d+ q;
11 if q ≥ th and b = false then
12 s← ti;
13 b← true;
14 else if q < th and b = true then
15 rates← Add

(amount of traffic in [s,ti]
ti−s

)
;

16 b← false;
17 end
18 end
19 end
20 return bw ← Mean(rates);
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Figure 9. Operation of the bandwidth estimation algorithm

The core idea is that test packets are injected into the user-generated data traffic
with a specified frequency, and by observing the arrival times of these packets at the
mobile device, the dynamics of the bottleneck queue can be modeled (see Figure 9a).
The algorithm takes different network conditions (e.g. jitter) into account and defines a
positive threshold to determine those intervals when enqueued packets are serviced at the
maximum rate. The pseudocode of the algorithm can be seen above where d, th, and
gap denote the delay between the generation of test packets, the positive threshold used
for busy period detection and the highest inter-arrival time can be accepted in the queue
modeling phase, respectively. Furthermore, ti is the arrival time of the ith test packet
captured at the mobile device and n gives the number of test packets in the traffic trace.
The boolean variables m and b indicate if the queue modeling and busy period detection
phases are active. Figure 9b shows that the vast majority of busy periods are shorter than
one second in the case of web traffic, but long enough to estimate the current available
bandwidth with high accuracy. The main advantage of the presented method is that, in
contrast to many other solutions, no knowledge is required about the network in advance,
as well as it exploits the user-generated network traffic causing only a negligible additional
network load.

5 Application of the Results

The volume of Internet traffic has been growing exponentially each year thanks to the
development of new technologies and the increasing user demands. The congestion control
mechanism of TCP cannot keep up with today’s continuously changing and heterogeneous
network environments, resulting in poor performance in many cases. The digital fountain
based data transfer paradigm presented in this dissertation is a promising approach, well-
suited to a number of applications because of its beneficial properties. Since DFCP is
insensitive to a wide range of packet loss and delay values observed in real networks, it
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is a good candidate for wireless and lossy environments where the packet loss ratio is
non-negligible. The proposed scheme supports multipath communication, which makes it
possible to achieve better network resiliency and load balancing. Moreover, the solution
is closely aligned to the high utilization requirement of data centers and the concept
of all-optical networking where only small buffers can be realized due to technological
constraints.
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