
Performance Evaluation of a General Tra�c Control Framework inATM NetworksTam�as Marosits, S�andor Moln�ar G�abor FodorDepartment of Telecommunications Mobile Networks- and Systemsand Telematics Research DepartmentTechnical University of Budapest Ericsson Radio SystemsSztoczek 2, Budapest, Kistagangen 20-26, Kista, Stockholm,Hungary H-1111 SWEDEN SE-16480fmarosits, molnarg@ttt-atm.ttt.bme.hu Gabor.Fodor@era-t.ericsson.seAbstractThis paper presents a general tra�c control frame-work for Asynchronous Transfer Mode (ATM) net-works with its performance evaluation. The proposedtra�c control scheme can incorporate all the recentlyconsidered ATM service classes including Constant BitRate (CBR), real time Variable Bit Rate (rtVBR),non-real time Variable Bit Rate (nrVBR), AvailableBit Rate (ABR) and Unspeci�ed Bit Rate (UBR)services. The control is based on a complete bu�erpartitioning architecture and on the associated bu�erscheduling rule with adaptive weighting functions. Wepresent the formulation of the tra�c control as an op-timization problem in a 3-dimensional Quality of Ser-vice (QoS) state space. A solution approach based ondynamic programming is also suggested. A compre-hensive performance evaluation of the method has beenperformed based on simulations and results are pre-sented with several examples. The QoS dependence onCBR load, VBR load, VBR burstiness, UBR load areinvestigated and results are demonstrated with expla-nations.1 IntroductionSince ATM networks are to support CBR, rtVBR,nrVBR, ABR and UBR service classes, the simplest 2-level priority based control policies become inadequate[10, 18]. Furthermore, within these service classes dif-ferent VCs may require di�erent cell loss, cell delayand cell delay variation parameters. It is thereforeessential that the tra�c control strategies be capablefor the provision of the negotiated QoS parametersand for high network utilization by statistical mul-tiplexing tra�c classes with strict (CBR and VBR)or limited (ABR) QoS guarantees with a pure best

e�ort type service class (UBR). Indeed, one of thekey issues in the success of ATM is the tra�c inte-gration, and speci�cally, the design and analysis ofcontrol strategies which make the integration possible[8, 14, 17, 19, 20] . The need for a �ne granularity oftra�c control in ATM has been recognized e.g. in [18]and [10] where a 4-level priority based control mecha-nism is proposed. This model classi�es tra�c classesas \sensitive" or \less sensitive" to loss and delay. Ge-lenbe et al. concentrates on minimizing the impact ofcell loss where cells belonging to di�erent classes areassigned a cost function representing the importanceof cells belonging to di�erent \sessions" i.e. VCC's[11]. However, the priority based control algorithmsare simple and easy to evaluate, their behaviour arestatic, they cannot be adapted to variable tra�c. Inaddition, there are too many loser services becauseof static rules. The mixed approaches, such as Par-tial Bu�er Sharing [13] are better, but they are notsuitable for both loss and delay sensitive tra�c, forexample rtVBR. In a static priority system the cellswith higher priority level can completely push out thelower priority tra�c. This is an important problemin the case the network can provide ABR tra�c. TheABR cannot have the lowest priority because it alsohas QoS guarantees. However, if it has a medium pri-ority level, it can push out all the lower priority cellstreams they are neglected in the control. ABR in-creases its rate to utilize the full bandwidth left byhigher priority classes.It is envisaged that second generation ATMswitches will employ the Generalized Processor Shar-ing (GPS) and its packetized version PGPS, as thebasic principle for bu�er management [15]. HoweverGPS is a static rule which means that it is recon�gured



only when a new connection is established. There is noadaption of the 
uctuation of tra�c between two re-con�gurations and the instantaneous QoS parametershave not been taken into account. The ABR tra�chas some problems also with this scheduling discipline,because it can change its rate during the connectionsetup. In the more theoretical vein, recently there hasbeen a growing interest in devising stochastic controlmethods, which can serve as a theoretical basis in theengineering of control enabling tra�c integration inATM, see e.g. [12, 16].The purpose of this paper is to present a tra�ccontrol framework which allows for arbitrary degreeof granularity in terms of guaranteed QoS parametersin an ATM network where service classes with andwithout QoS guarantee, with and without congestioncontrol, and with and without real time guarantees arepresent. This means that the control cannot be basedon a single bit, like the Cell Loss Priority (CLP) bitfound in the ATM header. This is not only becausea single bit cannot contain enough information on acomplex QoS measure, but also because the contin-uous ("real time") QoS monitoring of VCC's is bothrequired and feasible by current and next generationATM switches. We propose a scheme where the con-trol is based on the (1) negotiated QoS parameters,(2) instantaneous (current) QoS of the VCC undercontrol, and (3) network resources allocated for theVCC under control. This is achieved by (1) de�ninga 3-dimensional QoS state space where the QoS pa-rameters of each VCC can exactly (or with arbitraryprecision) be described and (2) by a complete bu�erpartitioning with complete link capacity sharing [13]architecture of ATM multiplexers, which allows for"an individual handling" of VCC's requesting sharplydi�erent QoS measures from the network. It followsthat a bu�er partition arbitration algorithm is needed,which decides (possibly at each time slot) which parti-tion's cell(s) gets served next. The basic requirementsto this algorithm are that (1) it should guarantee thenegotiated QoS parameters to each VCC and (2) itshould optimize the "overall" network performance inthe sense that provided that (1) is kept, each VCCgets the highest possible quality of service while net-work utilization is also kept high. Since the algorithmis to be executed real time, it should be simple andfeasible by current technologies.This paper is organized as follows. Section 2presents the reference architecture of the ATM bu�ersand the reference model of a VC connection, whichserve as the basic model for the tra�c control schemeunder study. The QoS state space, is described in Sec-

tion 3. In this space the contracted tra�c parametersde�ne an acceptance region, within which the pointsrepresenting the QoS of the current VCC's must fall.The bu�er partition arbitration algorithm is formu-lated as a dynamic programming optimization prob-lem. Next, in Section 4, simulation results are pre-sented, where the impact of the so called weightingfunction settings on network behavior is studied. Therole of the weighting functions assigned to the parti-tions is to de�ne the partition to be scheduled next.The section discusses numerical results and relatessome results to related work. Section 5 draws con-clusions and outlines future extensions of the model.2 The Scheduling Technique2.1 Bu�er architectureThe tra�c control method based on the completebu�er partitioning architecture (see Figure 2.1) wherethe total switch memory is divided to �ve FIFO bu�ersaccording to the presently considered service classes:CBR, rtVBR, nrVBR, UBR and ABR [4]. For theABR class the end-to-end rate based EFCI mecha-nism [7] is used to reduce the cell loss. The moti-
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Figure 2.1 The bu�er architecturevation behind choosing the complete bu�er partition-ing is that previous works clearly demonstrated thatthe presence of all these inherently di�erent serviceshaving also rather diverse QoS requirements the com-plete bu�er partitioning based schemes are superiorover shared bu�ering techniques [10, 13, 18]. TheConnection Tra�c Descriptors should be selected incorporation with the proper dimensioning of UsageParameter Control (UPC) [1, 4, 6], see below. Ane�cient Call Admission Control (CAC) can be per-formed with bu�er partitioning and bandwidth allo-cation based on the listed parameters. In our modela weighting function (Wi) is dedicated to each bu�er.



The cell scheduling rule is the following: all weight-ing functions are evaluated at each time slot and theHead of Line (HOL) cell of the bu�er with the greatestweighting function value is forwarded to the outputlink. The appropriate choice of the weighting func-tion is a crucial point of the control. The weightingfunction uses the Connection Tra�c Descriptors, QoSRequirements, Network Resource settings and also thecurrent (instantaneous) QoS information of the VCCunder control. This idea of weighting functions allowsus to set 
exible and adaptive control method. Anapplication example of setting the weighting functionscan be found below. We use the results of the CAC asstarting point so we get the bu�er sizes (Qi) as inputparameters to our tra�c control method.2.2 Tra�c Control ParametersThe main goal of tra�c control is to protect thenetwork and the user in order to achieve network per-formance objectives with optimum allocation of net-work resources [2]. To ful�ll these objectives QoS re-quirements, tra�c descriptors and network informa-tion needed for the generic tra�c control functions.We have chosen the following parameters for our traf-�c control framework which is in agreement with thestandardization work of ATM Forum [3, 4] and ITU-T[1, 2]:� Connection Tra�c Descriptors: Peak CellRate (PCR), Cell Delay Variation Tolerance(CDVT), Sustainable Cell Rate (SCR), Maxi-mum Burst Size (MBS), Minimum Cell Rate(MCR) and the conformance de�nition: theGeneric Cell Rate Algorithm (GCRA) [2]� Quality of Service Parameters: Cell Loss Ra-tio (CLR), average Cell Transfer Delay (CTD),peak-to-peak Cell Delay Variation (CDV)� Network Resources: link capacities (C), mem-ory size for bu�ering (Q)3 The QoS Control3.1 QoS speci�cationRecently there are �ve service classes with di�er-ent tra�c descriptors and QoS requirements de�nedin ATM. Correlation can be discovered between de-scriptor parameters and QoS requirements, which arespeci�ed in Table 3.1. Our assignment is mainly basedon the ATM Forum speci�cation [4].The weighting function related to a service classshould re
ect the parameters speci�ed in the appro-priate column of Table 3.1. The end-to-end perfor-mance objectives of tra�c contract should be allo-cated among the connection portions. We use the

allocation principles speci�ed in the standardizationworks, i.e. the CLR and CTD objectives are allocatedby additive rules and CDV objectives are determinedby the square root rule [1, 5]. In this way, our con-trol method can be performed locally in the switches,because each switch has the performance objectivesafter the above decomposition for itself. Note thatusing the local performance objectives, local resourcesettings and the instantaneous local QoS informationwith the given Connection Tra�c Descriptors the gen-eral end-to-end tra�c control problem can be handledas a local tra�c control problem in each switch. Weavoid the overload caused by the transmission of lotof information necessary for a global control too. Alsonote, that this control can coexist with the end-to-endABR control mechanism.Attribute CBR rtVBR nrVBR UBR ABRTraffic ParametersPCR, CDVT X X X X XSCR, MBS, CDVT X XMCR XQoS ParametersCDV X XCTD X XCLR X X X XTable 3.1 Parameters of tra�c contractand QoS requirements3.2 The 3-dimensional abstract QoSspaceTo connect the quality of service requirements ne-gotiated by the tra�c contract to weighting functionparameters we de�ne a 3-dimensional state space withco-ordinates of measures of cell loss, delay and de-lay variation characteristics [8]. We choose for thesemeasures the instantaneous CLR, CTD, and CDV pa-rameters of a connection, that means each connectionrepresented as a point of this space in each time slot(see Figure 3.1).In this state space the QoS evolution of VCs canbe observed where acceptance region can also be iden-ti�ed based on the negotiated QoS requirements. Wede�ne a cost function as an abstract distance of theactual QoS from the origin in the state space. Thetask of the tra�c control method is thereafter formu-lated as to �nd the appropriate weighting functionssuch that:� the actual QoS values for each VC should bewithin the negotiated region� the total cost of all VC connections should beminimalTo ful�ll these objectives we face with an optimizationproblem. One of the possible solutions is to de�ne
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Figure 3.1 The abstract QoS state spaceweighting functions, which parameters are evaluatedwith a dynamic programming algorithm [9].The other way is to solve the optimization problemis using direct cost functions in the algorithm. Thismeans that instead of weighting functions cost func-tions are evaluated before departure and the HOL cellof the most \expensive" queue must be sent. The costfunction should be discounted in order to slowly forgetthe past. We are recently working on this topic.3.3 An example for the set of weightingfunctionsThese objectives are mathematically formulated asfollow [9]:W1 = a1 � LC1SUM1 � CLR1 + b1 � T1CTD1 ++ c1 �max(T1 � CTD1 � 23 � CDV1; 0)(1)W2 = a2 � LC2SUM2 � CLR2 + b2 � T2CTD2 ++ c2 �max(T2 � CTD2 � 23 � CDV2; 0)(2)W3 = a3 � LC3SUM3 � CLR3 (3)W4 = a4 � LC4SUM4 � CLR4 (4)W5 = � w5 if K1, K2, K3, K4 are all > 10 otherwise (5)where:K1 = d1 � (a1 + b1 + c1)WCBR ;K2 = d2 � (a2 + b2 + c2)WrtV BR ;

and K3 = d3 � a3WnrV BR ;K4 = d4 � a4WABRThe value of a weighting function is equal to minusin�nity if the queue is empty. Let be LCi is the num-ber of lost cells of class i, SUMi is the total numberof cells of class i, and Ti is the waiting time of HOLcell in the queue of class i. Note that [x]+ is equalto x if x > 0 else 0. These weighting functions ob-tained by heuristics based on Table 3.1, that meansthey re
ect the di�erent service classes sensitivity tocell loss, delay and delay variations and also take intoaccount the required QoS parameters. Speci�cally, theweighting parameters ai, bi, ci and di are to determinethe relative \importance" of a given QoS parameterin the weight of a given service class, while the con-stants CLRi, CTDi, and CDVi are the negotiated(contracted) cell loss ratio, cell transfer delay and celldelay variation of the respective VCC's. These latterthree parameters are referred to as QoS in this paper.4 Performance Evaluation4.1 The input tra�cIn the next following simulation scenarios we con-sider a link of capacity 45 Mbps, and a multiplexerwith 5 input ports corresponding to the 5 serviceclasses. The basic state of the tra�c sources is thefollowing: The CBR source is of 1:5 Mbps represent-ing DS-1 circuit emulation. The rtVBR, nrVBR andUBR sources are all bursty and modeled as Inter-rupted Bernoulli Processes (IBPs) and are character-ized by their peak and sustainable cell rates. The ABRsource is assumed to be of rate based and is also mod-eled by an IBP. It is characterized by its peak andminimum cell rate (see Table 4.1). We have given theburstiness parameters of all services measured by thesquared coe�cient of variation of the interarrival time(i.e. the c2 parameter).PCR SCR MCR c2CBR 1.5 - - 0rtVBR 15.0 3.0 - 9.44nrVBR 22.5 1.0 - 20.75UBR 45.0 5.0 - 26.06ABR 22.5 - 4.5 -Table 4.1 Basic input tra�c characteristics(the rates are given in Mbps)Note that with the above link capacity a time slot inour discrete time model correspond to 9.422 �s, whichwill be used as the time unit in the CTD and CDVvalues below. Tables 4.2-4.4 display the QoS require-ments of di�erent services, the bu�er sizes available for



di�erent service classes and an appropriate parameterset for weighting functions, respectively. Note that nodelay or delay variation parameters are negotiated forthe nrVBR or the ABR service classes and no QoSrequirements are given for the UBR service.CBR rtVBR nrVBR UBR ABRCLRi 10�5 10�6 10�7 - 10�7CTDi 3.0 5.0 - - -CDVi 1.0 2.0 - - -Table 4.2 The QoS requirements(CTD and CDV requirement are given in time unit)Service class CBR rtVBR nrVBR UBR ABRBu�ersize 5 8 12 250 80Table 4.3 Bu�er sizes in cellsai bi ci diCBR 0.1 0.6 0.9 0.5rtVBR 0.2 0.3 0.4 0.5nrVBR 0.6 - - 0.7UBR - - - -ABR 0.4 - - 0.6and w5 = 6:0Table 4.4 The parameter set of weighting functions4.2 The QoS dependence on CBR loadFigures 4.1-4.3 display simulation result on CLR,CTD and CDV respectively, when we increase theCBR load from 1.5 Mbps up to 7.5 Mbps and theother sources are in basic state. In this example weconsider a single multiplexer with the weighting func-tion parameter set described above. Due to the lowerutilization of the connections (between 0.73 and 0.87)there is a considerable decrease in the QoS parametersof the tra�c classes, which have a strict tra�c contractwith the network. We can see that all the negotiatedQoS parameters met their requirements. The CLPand CDV of the CBR service class is slightly increas-ing according to the increasing load, but this increasee�ects the increase of the value of the weighting func-tion of CBR class, i.e. the CBR service class gets morebandwidth and the QoS parameters �nally rest withinthe negotiated region.UBR service class has no any QoS requirements,so the load change causes changes only in the QoSparameters of this service, as it can be seen in theFigures 4.1-4.3.In the following scenario, we increase the sustain-able cell rate of UBR tra�c to 12 Mbps end we set the
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Figure 4.3 Cell Delay Variation vs. CBR load



parameter d3 to 0.9. The remaining three sources arein basic state and the other parameters are the sameas in the previous scenario.Figures 4.4-4.6 display the QoS parameters of ahighly utilized link. The utilization goes from 88%up to 95%. The CLP parameters are similar to theprevious case. The guaranteed services have constantcell loss except CBR, which has an increase by adecade. This resulted in the slow decreasing of theCDV parameter. The CDV of the other regarded class(rtVBR) is normal. The nrVBR tra�c class has noCDV assurance; the non-monotony of the curve comesfrom the abrupt step of its CLP at the same point.
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Figure 4.4 Cell Loss Rate vs. CBR load under heavyUBR tra�c
CTD of different traffic classes

1.00E+00

1.00E+01

1.5 2.5 3.5 4.5 5.5 6.5 7.5
CBR load [Mbps]

D
el

ay
 [

ti
m

e 
sl

o
t]

CTD-CBR

CTD-rtVBR

CTD-nrVBR

CTD-UBR

CTD-ABR

Figure 4.5 Cell Transfer Delay vs. CBR load underheavy UBR tra�cObserve that the load increase a�ects the CLRof UBR only, as desired, since all other classes havestrictly prescribed CLR values. The same behaviourcan be observed for the CTD and CDV parameters ofCBR and rtVBR classes. The ABR class is congestion
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Figure 4.6 Cell Delay Variation vs. CBR load underheavy UBR tra�ccontrolled and sensitive to CLR only so its CTD andCDV behaviour is determined by the other classes.4.3 The QoS dependence on VBR loadIn the next following simulation studies we examinethe dependence of QoS parameters on the increasingload of VBR tra�c. In Figures 4.7-4.9 the load ofrtVBR goes from 3 Mbps up to 12 Mbps. The sus-tainable cell rate of UBR source is set to 15 Mbps andthe d3 is set to 0.9; the other sources and parametersare in basic state.The utilization is about 0.97 in the Figures 4.7-4.9. In this cases the CLP requirements of nrVBRand ABR classes are increased to 10�6 and 10�7, re-spectively. Because rtVBR is a bursty tra�c, thereare more signi�cant changes in the QoS parameters ofthe guaranteed classes. The CDV of CBR class gets inthe near of QoS requirement (1.0). This, in considera-tion of the increasing average delay of CBR, e�ects thedecreasing of CLP at the last measuring point. Theother curves meet their QoS requirements. In Figures4.10-4.12 the load of nrVBR goes from 1 Mbps up to 9Mbps. The sustainable cell rate of UBR source is setto 18 Mbps and the d3 is set to 0.7; the other sourcesand parameters are in basic state.4.4 The QoS dependence on the bursti-ness on VBRIn the next following simulation studies we examinethe dependence of QoS parameters on the increasingburstiness of VBR tra�cs. In Figures 4.13-4.15 theburstiness of rtVBR (measured by the squared coe�-cient of variation of the rtVBR interarrival time) goesfrom 5 up to 50. The sustainable cell rate of UBRsource is set to 18 Mbps and the load of rtVBR sourceis 3 Mbps; the other sources and parameters are inbasic state.
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Figure 4.7 Cell Loss Rate vs. rtVBR load underheavy UBR tra�c
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Figure 4.8 Cell Transfer Delay vs. rtVBR load underheavy UBR tra�c
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Figure 4.9 Cell Delay Variation vs. rtVBR loadunder heavy UBR tra�c
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Figure 4.10 Cell Loss Rate vs. nrVBR load underheavy UBR tra�c
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Figure 4.11 Cell Transfer Delay vs. nrVBR loadunder heavy UBR tra�c
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Figure 4.12 Cell Delay Variation vs. nrVBR loadunder heavy UBR tra�c



In the Figures 4.13-4.15 can be seen excellently,that the weighting functions handle the di�erent ser-vices independent from each other. Real-time VBRtra�c with increasing burstiness is arriving to theshort bu�er described in Table 4.3. The CLP of thertVBR has linear increase with the burstiness. Thiscauses a decreasing in the CTD and CDV of thertVBR, but for other classes it seems to be neutral.
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Figure 4.13 Cell Loss Rate vs. rtVBR burstinessunder heavy UBR tra�c
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Figure 4.14 Cell Transfer Delay vs. rtVBR burstinessunder heavy UBR tra�c4.5 The QoS dependence on UBR loadAt the last we show how is the dependence of theQoS parameters of service classes on the increasingload of UBR tra�c. In Figures 4.16-4.18 the load ofUBR goes from 5 Mbps up to 18 Mbps. Note thatthe burstiness of UBR tra�c is constantly 26.06 in allcases. The other sources and parameters are in basicstate.The increase of the UBR load does not have anyimpacts on the QoS parameters of the other classes.
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Figure 4.15 Cell Delay Variation vs. rtVBRburstiness under heavy UBR tra�c
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Figure 4.16 Cell Loss Rate vs. UBR load
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Figure 4.17 Cell Transfer Delay vs. UBR load
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Figure 4.18 Cell Delay Variation vs. UBR loadIt can be seen in Figure 4.17. The average cell transferdelay of UBR tra�c signi�cantly increases, while otherclasses have the same CTD. Note that in our model theUBR service is not totally transparent for the otherservices. However, there are cells of other classes inthe bu�er, it maybe delivered an UBR cell, because ofthe adaptability of our model. We give a chance to theUBR if all other classes meet their QoS with a givenreserve. Although, the UBR has poor prestige in thenetwork, if the other services needs the bandwidth.5 ConclusionsWe have considered the issue of optimal cellscheduling in an integrated services ATM network andproposed a general tra�c control framework which isbased on a complete bu�er partitioning architectureand on an adaptive weighting function based bu�er-ing schedule. The method can incorporate all thepresently considered service classes with their diverseQoS requirements and it is capable of providing an op-timal scheduling considering also the temporary tra�cload at the switches with a simple information process-ing which requires only summation and multiplication.We suggest a dynamic programming solution forthe optimization problem. Moreover, in the paper aperformance evaluation study of the control frame-work is demonstrated with several examples investi-gating the QoS dependence on CBR load, VBR load,VBR burstiness and UBR load. From the results wecan conclude that the QoS characteristics of each ser-vice are within the negotiated QoS region and that theremaining resources are e�ciently used by best e�orttype service classes. We can see that the utilizationis achieved by keeping the actual QoS characteristicsclose to the negotiated parameters rather than over-ful�lling them. The examples also show the advantageof statistical multiplexing of the �ve di�erent service
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