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1 Introduction

The accurate characterization of network tra�c is vital for e�cient
network engineering, design and management. That is the reason why
in order to understand the characteristics of network tra�c an enormous
amount of work has begun from that day when long and high-precision
tra�c recordings was possible. This research yielded the building of
numerous useful tra�c models that can play a signi�cant role in net-
work engineering mechanisms. However, the fast growing and new ap-
plications generate di�erent types of tra�c that make the ever-changing
characteristics of network tra�c di�cult to capture thus, the models
can very soon become obsolete. Related research results often contra-
dict each other (e.g. fractal characteristics and their interpretation),
which leads to vivid discussions in the research community.

Transmission Control Protocol (TCP) has played an important role
in the success of Internet. However, TCP cannot perform well in recent
networks. For example, standard TCP (Reno version) cannot provide
acceptable performance in wireless or mobile environments. Over the
years the upcoming new challenges have always caused changes in the
original protocol resulting in a number of new TCP versions. A major
challenge is to cope with high bandwidth networks hence, the research
community has proposed several new transport protocols referred to as
high speed transport protocols. The performance of these TCPs
is of high importance in recent research. Moreover, the comparative
performance analysis of these proposals is crucial so as to choose the
best solution for a given purpose.

The modi�cations of TCP versions have resulted in rather overtuned
and unfriendly transport protocols from an engineering point of view.
These protocols have several problems: they are di�cult to analyze,
it is demanding to set their parameters and implement them correctly.
Concerning the limitations of these protocols there is a signi�cant justi�-
cation to rethink the concept of this transport protocol and to redesign it
from scratch omitting the main TCP-related features most interestingly,
its congestion control mechanism. Possible future transport protocols
working without congestion control can have more e�cient perfor-
mance properties than recent TCP versions working with the limitations
of congestion control.
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2 Research Goals

My research goals were to contribute with new research results to the
three research areas mentioned above thus helping the e�cient design
and development of future networks.

First, I realized there was confusion regarding fractal tra�c in the
research community so, my aim was to get a deeper understanding of
the real scaling nature of network tra�c. I pointed out a number of
reasons that create confusion and unveiled several fallacies regarding the
de�nition, testing, interpretation, modeling and implications of fractal
tra�c.

Second, I noticed that in spite of the fact that a number of tra�c
analysis results have been published most of them have a very limited
generality and focus on special and non-realistic environments. I aimed
at carrying out a number of tra�c analysis studies on di�erent networks
all over the world in various environments to get a deeper understand-
ing of the nature of network tra�c. I also realized that results from
commercial networks are often con�dential consequently, the research
community has a limited understanding of the most important networks
so, my goal was also to get measurements from such networks for the
analysis.

Third, I faced the lack of complete understanding of the behavior
of new TCP versions especially that of high speed TCPs. My goal was
to understand a number of unknown properties of such TCPs. More-
over, I became conscious of the fundamental drawbacks of TCPs due
to their inherent congestion control mechanism on which grounds I set
the objective of designing and developing a new architecture with a new
protocol for future networks.

3 Research Methodology

One of the main targets of my research was to comprehend the nature
of actual network tra�c. For this reason, geting real measurements
for the analysis became extremely important. I had the privilege to use
several measurement data from di�erent locations of the world recorded
in both mobile and �xed commercial networks.

I used statistical analysis to evaluate measured data. In addition,
analytical work and simulation study have been performed when
needed for modeling and performance evaluation purposes.

I also considered the implementation of my proposed new transport
protocol as a crucial methodological proof of the concept since simula-
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tion and tractable but also simpli�ed analytical evaluations often neglect
many real-world factors. Since proof of the pudding is in the eating, the
protocol was not only evaluated by analytical and simulation studies but
was also tested in di�erent testbeds as an implemented proto-
type.

4 New Scienti�c Results

I summarize my research results categorized in three Thesis Groups.
In the �rst Thesis Group all the results related to the fractal tra�c
characterization of network tra�c are collected.

The second Thesis Group considers results regarding the real nature
of network tra�c.

The third Thesis Group covers my research results related to the
evaluation of TCP versions and also to the development of a new network
architecture with a new transport protocol.

4.1 On the Fractal Nature of Network Tra�c

A revolution took place in the �eld of tra�c modeling two decades ago.
Starting with the research of Leland et al. [1] a lot of tra�c measure-
ments and analysis work reported that fractal characteristics had
been found in network tra�c. The research community had been con-
vinced that the traditional Markovian-type models were not adequate
any more for accurate tra�c modeling since they were unable to cap-
ture such fractal properties like self-similarity and long-range de-
pendence (LRD) found in those tra�c analysis results [2].

However, due to the non-rigorous analysis of actual network tra�c
a great number of myths have been established regarding the fractal
nature of network tra�c and its impact on tra�c engineering. These
misunderstandings include the de�nition, testing, modeling, inter-
pretation and the origin of fractal nature of network tra�c.

I report claims in this Thesis Group that may help to reveal these
myths and to get a better understanding of the fractal nature of network
tra�c. Furthermore, I also contribute with results to identify and model
the real nature of network tra�c.

Thesis Group 1 The Myths about Fractal Network Tra�c

Tra�c modeling is usually built on tra�c characteristics based on
the assumption of stationarity of the tra�c under investigation. How-
ever, this assumption is frequently far from reality and this observation
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requires a thorough analysis of the measured data e.g., the application
of stationarity analysis. In the previous two decades a huge number of
research papers have been published claiming that network tra�c has
fractal properties but it has been di�cult to �nd papers that would take
stationarity into consideration.

This mistake is especially dangerous when identifying fractal traf-
�c for it is rather di�cult to make a conclusion about the tra�c na-
ture based on �nite data set if we want to distinguish a stationer self-
similar tra�c from a non-stationer tra�c having nothing to do with
self-similarity but rather misleading our statistical tests: resulting in
the same results.

Moreover, additional nevertheless important factors can even further
disturb the reliability of test results like sample size or the statistical
properties of the investigated test method. These parameters are often
neglected in the research studies accepted by the research community.

Thesis 1.1 The forgotten factors of fractal tra�c analysis

I have shown that the widely used and popular self-similar and LRD
tests (VT, R/S, Periodogram, Wavelet) can easily result in misleading
conclusions regarding the fractal nature of measured network
tra�c and the estimated Hurst parameter. I have also shown that
the major origin of such errors is due to the inherent non-stationarity
of actual network tra�c. More precisely, I have concluded the following
reasons being able to cause misleading results in self-similar and LRD
tests: lack of stationarity, limited data size, di�erent sensitivity of test
methods and the blind belief in test results. I have presented the rela-
tionships among di�erent kinds of fractal properties. [B12, J2],[J6],[J7,
C4, C8, C11, C14]

The fractal revolution had tempted researches to use fractal mod-
els with their appealing parsimonious properties. For example, Frac-
tional Brownian Motion (FBM) based models o�ered that advantage
[3]. However, other research results showed that simple monofractal
scaling cannot capture the whole scale of network tra�c therefore, more
sophisticated multifractal models were needed especially, for modeling
at low time-scales [3].

As a result, the real nature of network tra�c has a rather complex
characteristic. In addition, how these characteristics change as packets
go via the network became also of high interest.
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Thesis 1.2 The complexity of scaling characteristics

I have proven that the aggregated network tra�c has complex scal-
ing and correlation characteristics and can seldom be described
by only monofractal or even by only complex multifractal mod-
els. I have shown that the scaling properties of the aggregated network
tra�c is in�uenced by several characteristics of many tra�c compo-
nents at di�erent layers and is also impacted by numerous networking
mechanisms. I have presented the scaling properties of di�erent appli-
cations and their in�uence on the scaling properties of the aggregation.
I have shown the scaling properties of transport protocols. I have given
examples for both monofractal and multifractal models to capture scal-
ing properties with their applications. [B2, B3, B5, B7, B6, B8, B11,
B12],[J1],[J8],[J10],[C1, C3, C5, C6, C9, C12, C75].

The general belief about the nature of fractal properties of network
tra�c is that it is originated by the superposition of ON/OFF type traf-
�c sources having heavy-tailed distributions, �rst proved by Taqqu [5].
However, this discovery cannot explain the general presence of fractal
properties where there is no aggregation or heavy-tails involved. A more
careful look at the issue is needed to explain the appearance of fractal
properties in di�erent networking environments.

Thesis 1.3 The origin of fractal properties

I have shown that the origin of fractal properties in network tra�c
can have three major reasons: being created, transferred or imi-
tated. The creation of fractal properties has been demonstrated for
VoIP applications where the underlying reason is the heavy-tailed ON/OFF
periods. The transfer of fractal properties has been illustrated for TCP
tra�c where the underlying reason is that TCP can transfer fractal prop-
erties to other TCPs. Finally, the case of imitation has been pointed
out for non-stationer tra�c where the underlying reason is the mislead-
ing results of fractal tests. [J7],[J11],[J3, C1, C4, C8, C13, C14].

The impacts of fractal properties on performance metrics is also of
great importance [3]. Di�erent types of scaling behavior have di�erent
e�ects depending on several (mostly undiscovered) factors. The rele-
vance for fractal properties for practical QoS metrics is also an unsolved
research issue.
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Thesis 1.4 The performance implications of fractal properties

I have shown the queueing performance of both monofractal and
multifractal properties of network tra�c based on appropriate fractal
models. I have presented practical examples based on measured tra�c.
[B9],[B12, J4, J5, C2, C3, C7, C9].

4.2 Understanding Tra�c Characteristics

In order to properly design, control and manage our networks we must
know the properties of tra�c they carry. The high-precision measure-
ment tools made it possible for us to have opportunities to carry out
extensive measurements on a broad range of time scales over operational
networks. Based on these measurements we can build useful models for
our engineering purposes.

This descriptive approach leads to the so called black-box modeling,
which describes the observation without explaining the mechanisms gen-
erating these observations. This process is useful and widely applied but
also has the possibility of leading to wrong conclusions due to the lim-
itations and non-realistic assumptions of such models (e.g, stationarity,
generality, robustness, etc.).

Moreover, it is possible that obtained results may prove to be out-
dated before being published due to the the fast evolution of the Internet
and the nature of its tra�c. As a consequence, �nding robust charac-
teristics is a must [4].

Thesis Group 2 Squeezing the Most out of Network Tra�c

In order to avoid incorrect conclusions about the nature of network
tra�c and to cease using non-useful models (as it happened frequently
in the history of tra�c modeling research in the previous decades!) we
need to use our statistical tools carefully and to interpret their results
with keeping their limitations in mind.

We also need to obtain information about the characteristics of tra�c
from a di�erent point of view, which is also general at the same time. It
requires amulti-dimensional tra�c characterization framework,
which I intended to build.

Furthermore, understanding the performance metrics requires simi-
lar considerations if we do not want to misunderstand the dynamics of
our networks.
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Thesis 2.1 Discovering the nature of network tra�c

I have carried out a number of comprehensive tra�c analysis stud-
ies by the application of a broad set of tra�c analysis tools on measured
tra�c recorded in several di�erent networks all over the world (e.g.,
Sweden, Spain, the USA, Hungary) including both commercial and uni-
versity campus networks and also �xed and mobile networks in order
to get a sound understanding of the nature of network tra�c.
I have concluded the main characteristics of actual network tra�c for
the investigated broad range of cases based on the results including basic
statistical analyses, stationarity analyses, correlation analyses, bursti-
ness analyses, leaky bucket analyses, peakedness analyses and fractal
analyses. [B1, B13, J2, J12, J13, J20, J22, F1, F2, F3, F6, C15, C17,
C18],[C19],[C23, C24, C27, C28, C29, C36, C37, C38, C45]

Beyond understanding the fundamental characteristics of network
tra�c in general it is vital to go deeper and to �nd the dominant ap-
plications that generate tra�c, which can signi�cantly determine the
nature of the aggregation. In addition, it is also of high importance to
identify and to capture the main features of tra�c from popular and
intensively growing applications.

Thesis 2.2 The nature of tra�c sources

I have classi�ed, characterized and modeled network tra�c
generated by a broad range of applications that have signi�cant
role in forming the tra�c nature of recent network tra�c on di�er-
ent time scales (connection level, session level, �ow level, packet level)
from several networking environments including peer-to-peer (P2P ag-
gregation, BitTorrent), VoIP (Skype), video, gaming, social networking
(Facebook), video sharing (YouTube), etc. tra�c. [B1, J12, J13, J14,
J15],[J16, J17],[J18, J19, F5, F6, C16, C25, C26, C30, C31, C32,
C33, C34, C35, C38, C39, C40, C41]

Tra�c characteristics are not unmodi�ed inside the network but
can be changed as tra�c streams are traveling via network elements,
interacting other streams and a�ected by several control mechanisms.
Moreover, performance metrics can also be changed due to such tra�c
changes. These considerations have led to the relevance of the following
thesis.
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Thesis 2.3 Impacts of network elements on tra�c characteris-
tics and performance metrics

I have shown the impacts of network elements (multiplexers,
shapers, etc.) on a wide range of tra�c characteristics in a num-
ber of network scenarios based on measurements taken from real net-
works. I have also shown the impacts of network elements (mul-
tiplexers, shapers, etc.) on several QoS metrics (loss, delay, de-
lay variation). The results are concluded from actual measured tra�c.
[F2, C7, C9],[C19],[C56].

4.3 Architectures and protocols of future networks

During the previous decade a huge growth can be observed both in the
number of systems connected to the Internet and also in the required
bandwidth they use. Furthermore, upcoming applications become more
sophisticated and demand various QoS metrics. These tendencies re-
vealed several limitations of network architectures and of the operation
of current protocols. There is an urgent need to cope with this challenge.

Thesis Group 3 Towards E�cient Future Networks

TCP congestion control has poor performance in high-speed net-
works because of its slow response with large congestion windows in
wide-area networks. This problem has resulted in the development of a
number of new TCP versions to solve this issue. However, there is a lack
of clear understanding and comparative results of the dynamics of these
protocols, which is a must for the applications of these TCPs [J24].

Thesis 3.1 High Speed TCP Performance

I have carried out a comprehensive performance evaluation of high-
speed TCPs (HSTCP, FAST TCP, Scalable TCP, TCP BIC, TCP CU-
BIC) and also of some other TCPs (TCP New Reno SACK, TCP Limit)
by analytical-, simulation- and measurement-based approaches and con-
cluded their performance behavior in several metrics (throughput,
fairness, stability, etc.). The results are based on an overall analy-
sis including �ow-level, packet-level, queueing and spectral analyses in
di�erent topologies and parameter settings covering both in short-term
and long-term behavior. I have also shown the performance of some
Adaptive Queue Management (AQM) and scheduling methods
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(RED, AAR, wireless fair scheduling). [B4, B10, J21, J23, J24,
J25, J26, J27],[J28],[J29, J30, J31, J32, J33, J34, F4, F7, F8, C46,
C47, C48, C49, C50, C51, C52, C53, C54, C55, C57, C58, C59, C60,
C61, C62, C63, C67, C68, C69, C70, C71, C72, C73, C74, C20, C21,
C22, C42, C43, C44, P1, P2]

One of the fundamental questions for future networks is how to ef-
�ciently transfer data tra�c generated by versatile applications in het-
erogeneous and fast changing environments. The lesson learned from
the history of the Internet is that congestion control performed by TCP
can be a solution. However, due to the limitations of TCP versions it is
necessary to look for alternative networking paradigms.

Thesis 3.2 Network architecture for future networks

I have designed a network architecture as a clean state research
proposal for future networks. This architecture omits congestion control
(TCP) with all its disadvantages and uses a fountain code-based trans-
port protocol and fair schedulers. I have proposed the Raptor code as
an e�cient erasure code and De�cit Round Robin (DRR) as a simple
scalable scheduler for the architecture. [B15],[C65, C64, C66]

The new transport protocol of the architecture described above must
be correctly designed, tested, implemented and �nally applied in real
networking environment. These research results are given in the follow-
ing thesis.

Thesis 3.3 Digital Fountain based Communication Protocol

I have designed a new transport protocol called Digital Foun-
tain based Communication Protocol (DFCP). DFCP has been im-
plemented as a prototype and been investigated intensively. I have val-
idated the operation of DFCP with analytical, simulation and measure-
ment tools. I have analyzed DFCP using various network topologies and
settings, and on three di�erent testing platforms including our labora-
tory testbed, the Emulab network emulation environment and the ns-2
network simulator. I have carried out the comparative performance
evaluation study of DFCP with recent TCP versions (TCP CUBIC
and TCP New Reno SACK). [B15],[C65, C64, C66].
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5 Applications and Impacts of Results

I reported several results in the �rst Thesis Group that might help the
research community to get a sound understanding about the fractal na-
ture of network tra�c. I presented a number of results unveiling several
misconceptions regarding the de�nition, testing, interpretation, model-
ing and implications of fractal tra�c. The application of these results
appears in the engineering design and dimensioning tasks of the involved
models reported.

I presented results in the second Thesis Group that provide proper
tra�c models and tools for e�cient tra�c engineering. Some of these
results are directly applicable for tra�c dimensioning, design and control
tasks since they are focusing on QoS metrics relevant from an engineering
point of view. The results derived from commercial networks are also
special since these are often con�dential as a result of which, the research
community has a rather limited information on such data.

I gave comprehensive comparative performance results about recent
TCPs, especially high-speed TCPs. I also proposed a new network ar-
chitecture with a new transport protocol that is based on a completely
di�erent paradigm than that of TCP's. My research has resulted in
an implemented prototype of the protocol which is my current main
research work.

During my research I have participated in several national and EU
research projects. Some of these results have also been utilized and
have received international recognition. For example, I was the project
leader from BME of the TRAMMS (Tra�c Measurements and Models
in Multi-Service Networks) CELTIC EU project (2007-2009) where I
was leading the tra�c analysis and modeling research. TRAMMS has
been selected as Celtic Gold Award winner 2009 and nominated for
the Celtic Innovation Award 2012.

My results have been supported by more than 150 international
book chapter, journal and conference publications and received
over 1000 citations according to Google Scholar: http://scholar.

google.hu/citations?user=xM0mH0oAAAAJ&hl=hu&oi=ao. Moreover,
two patent applications utilized by Ericsson also demonstrate the
practical applications of the results.
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