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Abstra
t

Multimedia servi
es o�ered by pa
ket swit
hed networks 
all for new solutions in the areas

of traÆ
 
hara
terization, traÆ
 modeling and traÆ
 management. TraÆ
 
hara
teriza-

tion should realisti
ally des
ribe the multimedia traÆ
 and 
apture its inherent burstiness

on many time s
ales. TraÆ
 modeling should 
apture the multiple burst levels of multi-

media traÆ
. TraÆ
 management should �nd e�e
tive and s
alable s
hemes for resour
e

reservation utilizing the �ne granularity of quality of servi
e requirements of multimedia

teleservi
es.

A

ording to these problem statements, the obje
tive of my dissertation is threefold.

I introdu
e a framework for 
hara
terizing the resour
e demand and burstiness of mul-

timedia traÆ
 on several time s
ales, in a simple way. I propose to 
hara
terize the input

traÆ
 with the Leaky Bu
ket 
urve, whi
h gives a deterministi
 bound on bu�er and delay.

This metri
 dire
tly provides the relationship between the bu�er and bandwidth require-

ments of a rate limited, �nite length traÆ
 tra
e. Furthermore, I propose the Leaky Bu
ket

Slope 
urve for visualizing the burst stru
ture of traÆ
 tra
e. Finally, I establish an analyti


model based on the Multilevel On-O� tra
es, whi
h enables the quanti�
ation of burst size

and inter-burst time in a measured traÆ
 tra
e.

I propose a hierar
hi
al sour
e model, whi
h is 
apable to reprodu
e the burst stru
ture

of a VBR traÆ
 sour
e by imitating the internal traÆ
 generation pro
ess of the end system.

First I 
onsider the multimedia traÆ
 sour
e as a `bla
k-box' and analyze only its traÆ
.

Than I evaluate the impa
t of internal me
hanisms in the `white-box' traÆ
 sour
e on the

traÆ
 
hara
teristi
s and a
hieve a three level, hierar
hi
al model.

I propose a performan
e evaluation framework for ben
hmarking resour
e reservation

s
hemes. I distinguish per hop and per reservation performan
e metri
s in this framework

and de�ne new metri
s for 
hara
terizing the greediness and the e�e
tiveness of reservation

s
hemes. I propose di�erent new reservation proto
ols, whi
h optimize one of these metri
s

or utilize servi
e spe
i�
 information for better reservation performan
e.

xiii
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Kivonat

A 
somagkap
solt h�al�ozatok multim�edia szolg�altat�asai �uj megold�asokat k�ovetelnek a for-

galomjellemz�es, forgalommodellez�es �es forgalommenedzsment ter�ulet�en. A multim�edia for-

galom val�os�agh}u le��r�asa �es saj�atos 
som�osod�asi tulajdons�ag�anak t�obb id}osk�al�an val�o visz-

szat�ukr�oz�ese jelenti a kih��v�ast a forgalomjellemz�es sz�am�ara. A forgalommodellez�es �uj fela-

data a multim�edia forgalom �ossztett 
som�osod�asi szintjeinek le��r�asa. A forgalommenedzs-

ment ter�ulet�en pedig hat�ekony �es sk�al�azhat�o er}oforr�asfoglal�o elj�ar�asokat kell tal�alni, amelyek

kihaszn�alj�ak a multim�edia szolg�altat�asok v�altozatos min}os�egi k�ovetelm�enyeit.

Disszert�a
i�om h�arom 
�elt t}uz ki e feladatoknak megfelel}oen.

Bemutatok egy keretrendszert, amely egyszer}u m�odszert k��n�al a multim�edia forgalom

er}oforr�asig�eny�enek �es 
som�osod�as�anak t�obb id}osk�al�as jellemz�es�ere. A bej�ov}o forgalmat az

�ugynevezett ,,Lyukas V�od�or" g�orb�evel ��rom le, amely egy determinisztikus fels}o korl�atot

hat�aroz meg a t�arol�om�eret �es k�esleltet�es tekintet�eben. Ez a m�ert�ek k�ozvetlen�ul megadja a

kap
solatot egy s�avkorl�atozott, v�eges hossz�us�ag�u forgalom-minta t�arol�om�eret- �es s�avsz�eless�eg-

ig�enye k�oz�ott. Tov�abb�a a forgalom 
som�osod�asi szerkezet�enek szeml�eltet�es�ere az �ugynevezett

,,Lyukas V�od�or Meredeks�eg" g�orb�et aj�anlom. Ezt k�ovet}oen egy analitikus modellt �all��tok

fel a ,,T�obbszint}u On-O�" mint�ak alap�an, amely lehet}ov�e teszi a 
som�om�eret �es a 
som�ok

k�ozt eltelt id}o sz�amszer}us��t�es�et. V�egezet�ul sz�amos alkalmaz�assal �erz�ekeltetem m�odszerem

haszn�alhat�os�ag�at.

Aj�anlok egy hierar
hikus forr�asmodellt, amely k�epes visszaadni egy v�altoz�o bitsebesseg}u

forgalom-forr�as 
som�osod�asi szerkezet�et a v�egberendez�es bels}o forgalomgerjeszt}o folyamatai-

nak ut�anz�asa seg��ts�eg�evel. A multim�edia forr�ast el}osz�or ,,fekete doboznak" tekintem �es


sak annak forgalm�at elemzem. Ezut�an, mintegy ,,feh�er dobozk�ent", ki�ert�ekelem a forr�as

bels}o folyamatainak hat�as�at a forgalom jellemz}oire �es egy h�aromszint}u, hierar
hikus modellt

�all��tok fel.

Ismertetek egy teljes��tm�eny ki�ert�ekel}o keretrendszert er}oforr�as foglal�o elj�ar�asok vizsg�ala-

t�ara. Ebben a keretrendszerben ugr�asonk�enti �es lefoglal�asonk�enti teljes��tm�eny m�ert�ekeket

k�ul�onb�oztetek meg �es �uj m�ert�ekeket �all��tok fel az er}oforr�as foglal�o elj�ar�asok moh�os�ag�anak

�es hat�ekonys�ag�anak jellemz�es�ere. Tov�abb�a t�obb �uj er}oforr�as foglal�o protokollt aj�anlok,

amelyek optimaliz�alj�ak ezen m�ert�ekek valamelyik�et illetve a szolg�altat�asra vonatkoz�o in-

form�a
i�ot haszn�alj�ak fel a jobb hat�ekonys�ag el�er�ese �erdek�eben.

xv
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Chapter 1

General Introdu
tion

1.1 Ba
kground

A wide spe
trum of traÆ
 modeling and management te
hniques is available for the sin-

gle servi
e of the telephony system [9, 11℄. However, those te
hniques are generally not

appli
able for the versatile multimedia servi
es o�ered by pa
ket swit
hed networks, whi
h

provoked intensive resear
h in the last de
ades.

TraÆ
 
hara
terization provides parameters for des
ribing the traÆ
 in the traÆ
 
on-

tra
t on one hand, and it supports traÆ
 engineering with estimating the required network

resour
es on the other hand. Multimedia servi
es impose tight requirements on the delay,

delay variation, loss and throughput performan
e of the network. In order to meet these


onstrains, preventive traÆ
 
ontrol is proposed based on a traÆ
 
ontra
t [35, 66℄. In this

traÆ
 
ontra
t the requested 
onne
tion or 
ow is des
ribed by a traÆ
 des
riptor, whi
h


onsists of a set of traÆ
 parameters [76, 66, 36℄. The network 
an use the traÆ
 des
riptor

(i) for de
iding on admission of a new 
onne
tion/
ow (admission 
ontrol), (ii) for 
he
k-

ing whether the 
hara
teristi
s of an a

epted 
onne
tion are as de
lared (usage parameter


ontrol) or (iii) for enfor
ing the 
ontra
ted 
hara
teristi
s in the traÆ
 sour
e (shaping)

[34℄ or at the edge of a network domain (traÆ
 
onditioning) [69℄. The fundamental prob-

lem is to �nd adequate traÆ
 parameters for des
ribing the traÆ
, sin
e these parameters

should be easy to 
ontrol and signi�
ant in determining required resour
es. Moreover, traÆ



hara
terization has to re
e
t the 
omplex burst stru
ture of multimedia traÆ
.

Another 
hallenge is to establish models for multimedia traÆ
 sour
es. Apart from ap-

proximating models, whi
h aim to support the analysis of multiplexing performan
e [5, 38,

44℄, a large group of traÆ
 models targets a spe
i�
 traÆ
 sour
e [106, 107, 108, 109, 110℄.

Sour
e models 
an provide a simpli�ed des
ription of the sour
e behaviour for setting up

traÆ
 
ontrol pro
esses, they 
an pre
isely imitate the sour
e in simulations or repla
e ex-

pensive multimedia terminals in measurements. Regarding the model building te
hnique,

the most 
ommon modeling approa
h is bla
k-box modeling [9, 10, 11℄ that fo
uses on the

1
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traÆ
 and not on the traÆ
 sour
e. This te
hnique tries to 
apture 
ertain traÆ
 
hara
ter-

isti
s (e.g. moments of interarrival time) by tuning the parameters of an independent traÆ


generation pro
ess. One drawba
k of these models is that they usually have a huge number

of input parameters. Another problem that it is diÆ
ult to modify the behaviour of the

traÆ
 sour
e, espe
ially in a realisti
 way. These limitations do not hold for white-box mod-

eling, whi
h is fairly rare in the literature [43℄. This approa
h utilizes the a' priori knowledge

of the traÆ
 generation pro
ess and fo
uses on the emulation of internal pro
esses in the

traÆ
 sour
e, yielding a more a

urate sour
e model. Comprehensive overviews of traÆ


modeling 
an be found in [8, 9℄.

TraÆ
 management aims for eliminating 
ongestion in the network, balan
e the traf-

�
 load and prote
t against failures [76, 8℄. TraÆ
 management s
hemes 
an be 
lassi�ed

into two 
lasses, rea
tive or feedba
k 
ontrol s
hemes [101, 102℄ and proa
tive or resour
e

reservation algorithms [103, 19, 66, 15℄. Rea
tive approa
hes dete
t and rea
t dynami
ally

to 
ongestion inside the network by relying on the feedba
k information from the network,

while proa
tive approa
hes eliminate the possibility of 
ongestion by reserving network re-

sour
es for ea
h 
onne
tion. There are numerous ways of reserving resour
es for multimedia

servi
es. The usage of signaling proto
ols for this purpose is widespread in ATM and IP net-

works (see [13, 14, 15, 16, 17, 18, T4℄). Others propose to 
ode the QoS demand in the pa
ket

header [19, 20, 21℄ or rely on a 
entralized resour
e manager [31, J3, C16, C18, C17, C15℄.

The 
riti
al issue is the s
ope and s
alability of these alternatives, whi
h require a perfor-

man
e framework for evaluation.

1.2 The Stru
ture of the Dissertation

Chapter 2 presents the Leaky Bu
ket Analysis { a framework for 
hara
terizing the resour
e

demand and burstiness of ATM traÆ
 {, demonstrates its appli
ability on deterministi


and measured traÆ
 tra
es, and des
ribes its appli
ation for traÆ
 modeling, resour
e

dimensioning, shaper design, queuing behaviour analysis and analysis of multiplexing gain.

Chapter 3 des
ribes a hierar
hi
al sour
e model based on the white box modeling 
on-


ept. This model 
an synthesize the traÆ
 of a VBR traÆ
 sour
e by imitating the operation

of VBR en
oding, pro
ess s
heduling and proto
ol en
apsulation in a multimedia worksta-

tion. At the end of this 
hapter the validity of this model is investigated using the Leaky

Bu
ket Analysis.

Chapter 4 presents a performan
e evaluation framework for resour
e reservation s
hemes

in
luding traditional and novel performan
e metri
s and demonstrates the appli
ation of

this framework on di�erent reservation s
hemes, su
h as sender-oriented, re
eiver-oriented

proto
ols and others using a 
entral resour
e manager or servi
e spe
i�
 information.

I have primarily assumed ATM as networking te
hnology in the �rst two thesis groups,

while IP in the last one. However, most of the te
hniques I apply here 
an be adapted to

other pa
ket swit
hing and multiplexing te
hnologies.



Chapter 2

Leaky Bu
ket Analysis and its

Appli
ations

2.1 Introdu
tion

This 
hapter introdu
es the Leaky Bu
ket Analysis (LBA) that is a traÆ
 
hara
teriza-

tion framework providing deterministi
 traÆ
 des
riptors for resour
e dimensioning and

burstiness analysis.

There are di�erent methodologies for 
lassifying traÆ
 
hara
terization approa
hes.

Firstly, the goal of traÆ
 
hara
terization 
an be either to tra
k the arrival pro
ess or

to provide a bound on the traÆ
 volume. Se
ondly, sto
hasti
 and deterministi
 analysis

methods 
an be distinguished. The sto
hasti
 analysis fo
uses on the statisti
al 
hara
teris-

ti
s of the traÆ
, while the deterministi
 approa
h is based on a deterministi
 algorithm or

rule. Thirdly, the traÆ
 
hara
terization 
an be either stati
 (time invariant) or dynami


(time variant). From the eight possible 
ombinations of these 
ategories, I give an overview

on sto
hasti
 burstiness metri
s and di�erent deterministi
 bounds.

2.1.1 Sto
hasti
 Burstiness Metri
s

Regarding the arrival pro
ess, one of the most remarkable property of multimedia traÆ
 is

the burstiness. Burstiness expresses the 
lustering phenomenon of arrivals, i.e. when arrivals

tend to form 
lusters with relatively short inter-arrival times within the 
luster separated by

relatively long intervals. It has a strong relation to the 
orrelation stru
ture of the traÆ
.

A simple 
lass of sto
hasti
 burstiness metri
s takes only the �rst-order properties into

a

ount. These metri
s are based on di�erent 
hara
teristi
s of the marginal distribution

of the inter-arrival time. The most frequently used metri
 of this 
lass is the peak to mean

ratio, while a popular, se
ond-order burstiness metri
 is the squared 
oeÆ
ient of variation

[11, 76℄. More 
omplex burstiness metri
s use se
ond-order properties of the traÆ
. The

indi
es of dispersion [80, 81℄ and generalized peakedness [82℄ are the most well known metri
s

3
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of this 
lass. The former in
lude the 
orrelation properties of the traÆ
, while the latter

in
orporates the rea
tion of a system to a given traÆ
 via the 
omplementary holding time

distribution of the system [83℄. Other authors [84, 85℄ follow the 
on
ept of self-similarity

and propose the Hurst parameter, or fra
tal parameters as burstiness metri
s. For a short

overview on sto
hasti
 burstiness metri
s and related traÆ
 models refer to [2, 7℄.

The advantage of many sto
hasti
 burstiness metri
s is that they 
apture the 
orrelation

of arrivals and also the time dependent variations of the arrival pro
ess. Although sto
hasti



hara
terization approa
hes usually yield analyti
ally tra
table formulas, it is ne
essary to

make spe
ial (sometimes unrealisti
) assumptions for this purpose [79℄. Moreover, the

number and 
omplexity of the parameters needed to des
ribe the traÆ
 does not suit to

the simple parameters of a
tual traÆ
 
ontrol algorithms [42℄.

2.1.2 Simple Deterministi
 Bounds

The bounding traÆ
 
hara
terization assumes that the entering traÆ
 is unknown, but

satis�es 
ertain regulatory 
onstraint (e.g. maximum queue length or loss rate). In other

words this approa
h aims to bound the traÆ
 rather than exa
tly 
hara
terize the arrival

pro
ess. The exa
t traÆ
 pattern for a 
onne
tion is unknown, the only requirement is

that the volume of the traÆ
 should be bounded in 
ertain ways. Although bounding


hara
terization 
an either be deterministi
 or sto
hasti
, I 
onsider only the former 
ase.

Non-probabilisti
 or deterministi
 bounding 
hara
terization de�nes a deterministi
 traf-

�
 
onstraint fun
tion. The traÆ
 
onstraint fun
tion bounds the maximum number of bits

that may be generated by the sour
e over a given time interval. The least upper bound of

this fun
tion is also referred to as the minimum envelope pro
ess [35℄ or empiri
al envelope

[98, 88℄.

A simple deterministi
 bound 
an be spe
i�ed using the Leaky Bu
ket (LB) algorithm.

This simple bound is used both in the ATM traÆ
 des
riptor [66, 76℄ or in the `
ow spe
i�
a-

tion' of IP/RSVP messages [15, 57℄. Sin
e the LB parameters are used as traÆ
 des
riptors,

the LB algorithm 
an also be used for traÆ
 regulation, i.e. for Usage Parameter Control

[34, 96, 97℄ and traÆ
 shaping [46, 93, 95℄. These are independent appli
ations of the same

algorithm. I 
onsider the LB only as a traÆ
 des
riptor in this work. Apart from the Leaky

Bu
ket, Rathgeb analyzes other deterministi
 bounding metri
s, su
h as `jumping window',

`triggered jumping window', `moving window' and `exponentially weighted moving average'

(EWMA) and 
ompares their performan
e [47℄. His results emphasize that LB and EWMA

are better traÆ
 des
riptors, be
ause the window based me
hanisms are not 
exible enough

to 
ope with the short-term statisti
al 
u
tuations of the sour
e traÆ
.

The main limitation of the Leaky Bu
ket des
riptor is that it provides a bound on bursti-

ness only for a single servi
e rate. The 
omplex burst stru
ture of multimedia traÆ
 and

the multi-rate nature of modern pa
ket swit
hed networks 
alls for a traÆ
 
hara
terization

method whi
h 
an 
apture the burst stru
ture on many time s
ales.
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2.1.3 Extended Deterministi
 Bounds

The single working point de�ned by the LB parameters should be repla
ed by a more

sophisti
ated traÆ
 
onstraint fun
tion in order to extend the s
ope of the deterministi


bound.

Cruz proposed an envelope as the burstiness 
onstraint for the traÆ
 stream entering

the network [2℄. The traÆ
 is 
onforming to his (�; �) model, if during any interval of length

u, the number of bits in that interval is less than � + �u. His original model is based on

the 
uid 
ow approximation. The parameters � and � 
an be viewed as maximum burst

size and the long term bounding rate of the sour
e, respe
tively. Using this 
al
ulus (�; �),

he also obtained delay and bu�ering requirements for the network elements and derived

the burstiness 
onstraint satis�ed by the traÆ
 that exits the element. Extending the

original work, Cruz introdu
ed the 
on
ept of Servi
e Curve in [3℄ based on a dis
rete time

model. This result is a 
orner stone of the Network Cal
ulus framework by Le Boude
 [4℄,

whi
h provides a set of rules and results that 
an be used for 
omputing tight bounds on

delays, ba
klogs, and arrival envelopes in a lossless setting appli
able to pa
ket networks.

An alternative deterministi
 traÆ
 
onstraint fun
tion is proposed in [89℄, where a traÆ


stream satis�es the (X

min

;X

ave

; I; S

max

) model, if the inter-arrival time between any two

pa
kets in the stream is more than X

min

, the average pa
ket interarrival time during any

interval of length I is more than X

ave

and the maximum pa
ket size is less than S

max

.

Furthermore, a traÆ
 stream satis�es the (r; T ) model [90, 91℄ if no more than r � T bits

are transmitted on any interval of length T . Rather than using one bounding rate, the

Deterministi
 Bounding Interval-Dependent (D-BIND) model [92℄ uses a family of rate-

interval pairs where the rate is a bounding rate over the 
orresponding interval length. For

an overview see [8℄.

The main bene�ts of deterministi
 bounding 
hara
terizations are that they are both

general and pra
ti
al. They 
an 
hara
terize a wide variety of bursty sour
es. In addition,

it is suÆ
ient for resour
e management algorithms to allo
ate resour
es by knowing just

the bounds on the traÆ
 volume.

2.1.4 Dynami
 Deterministi
 Bounds

I have 
onsidered deterministi
 bounds with time-invariant traÆ
 
onstraint fun
tion previ-

ously. Although this approa
h provides a very a

urate traÆ
 
hara
terization for a sour
e,

its pra
ti
al signi�
an
e is de
reased by the fa
t that su
h fun
tion 
an only be e�e
tively

poli
ed by a large number of leaky bu
kets. Sin
e 
urrent pa
ket-swit
hed networks employ

simple LB me
hanisms for traÆ
 poli
ing, the use of the minimum envelope pro
ess does

not fa
ilitate traÆ
 poli
ing.

Extending the stati
 (�; �) model, Cruz introdu
es a dynami
 traÆ
 
onstraint fun
tion

in [1℄. He uses dynami
 burstiness measures for des
ribing the relationship between the

traÆ
 entering a server and the traÆ
 exiting the server for 
hara
terizing end-to-end

network delay. Moreover, he presents new 
lasses of servi
e dis
iplines, whi
h support

delay guarantees as well as eÆ
ient statisti
al sharing. The dynami
 envelope metri
 of
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Cruz overlaps with the work of Parekh and Gallager, who 
onsider generalized pro
essor

sharing servi
e dis
iplines [86, 87℄. The delay 
al
ulus of Cruz is extended based on the time

varying �ltering theory under the (min;+) algebra in [99℄ and an optimal and implementable

solution is provided for the general 
onstrained traÆ
 regulation problem with both delay

and bu�er 
onstrains. Finally, Konsta proposes a dynami
 envelope, that enables traÆ


regulation that also 
onsiders delay and bu�er 
onstrains and minimizes the number of

dis
arded pa
kets [100℄.

Following the deterministi
 bounding approa
h, I have established a traÆ
 
hara
teri-

zation framework, 
alled Leaky Bu
ket Analysis, that provides a deterministi
 bound on a

traÆ
 tra
e on di�erent time s
ales in a dis
rete time framework. It dire
tly provides the

relationship between the bu�ering requirement of a tra
e and the servi
e rate. Moreover,

it visualizes the burst stru
ture of the tra
e and { with the help of a spe
ial deterministi


traÆ
 model, the so 
alled Multilevel On-O� tra
e { quanti�es the burst size and the burst

interarrival times in the tra
e.

The rest of this 
hapter is organized as follows. Se
tion 2.2.1 presents the Leaky Bu
ket

Analysis (LBA) framework by de�ning the deterministi
 traÆ
 des
riptors and related met-

ri
s. Se
tion 2.2.2 illustrates this traÆ
 
hara
terization method on arti�
ial, deterministi


traÆ
 tra
es, while Se
tion 2.2.3 demonstrates the appli
ability of LBA on real ATM traÆ


tra
es 
aptured by measurements. The robustness of LBA as a tool for 
hara
terizing a

spe
i�
 traÆ
 type is investigated in Se
tion 2.3. The deterministi
 metri
s of LBA are

�tted to two analyti
 models. The �rst model produ
es a re
ursive traÆ
 pattern, 
alled

Multilevel On-O� Tra
e, while the se
ond is a two-level 
uid 
ow model. These models

are des
ribed in Se
tion 2.4.1 and Se
tion 2.4.2, respe
tively. Finally, several appli
ations

of LBA are presented in Se
tion 2.5 su
h as resour
e dimensioning, shaper design, queuing

behaviour analysis and analysis of multiplexing gain.

2.2 The Leaky Bu
ket Analysis

In this se
tion, I des
ribe and illustrate a deterministi
 traÆ
 analysis method for 
hara
-

terizing bursty traÆ
 sour
es, 
alled the Leaky Bu
ket Analysis (LBA) [B1, C1, C3℄.

Let us 
onsider dis
rete 
ell arrivals and departures in a dis
rete-time queuing model with

FIFO servi
e dis
ipline and no priority s
heduling a

ording to the following de�nitions.

De�nitions

Arrival Fun
tion Let the series a

1

; a

2

; : : : ; a

N

(N 2 Z

+

) denote the absolute arrival

time of 
ells in a traÆ
 tra
e of length T . The arrival fun
tion of this tra
e 
an be de�ned

as:

�(k) =

N

X

i=1

Æ(k � a

i

); k = 0; 1; 2; : : : ; T; (2.1)
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where k denotes the dis
rete time and Æ(k) is the Krone
ker delta fun
tion whi
h equals to

one, if k = 0, and otherwise equals to zero. As a short form, I will refer to a traÆ
 tra
e of

length T , 
ontaining N arrivals as �(T;N).

Cumulative Arrival Fun
tion In order to express the amount of 
ells, whi
h have arrived

in the interval [1; k℄ the 
umulative arrival fun
tion 
an be used:

m(k) =

N

X

i=1

�(k � a

i

) =

k

X

j=0

�(j); k = 0; 1; : : : ; T; (2.2)

where �(k) is the `step fun
tion' whi
h equals to one, if k � 0, and otherwise equals to zero.

Servi
e Fun
tion The servi
e fun
tion 
an be de�ned similarly to Equation (2.1), using

the series of absolute servi
e times t in the queue:

�(k; t) =

b

T

t




X

j=1

Æ(k � jt); k = 0; 1; : : : ; T; t 2 f1; 2; 3; : : : ; Tg: (2.3)

The sele
ted set of servi
e time 
orresponds to serving one in
oming 
ell in every

1; 2; 3; : : : time slot

1

. Be
ause of this 
hoi
e, the servi
e rate (i.e. the re
ipro
al of ser-

vi
e time) is r 2 f1;

1

2

;

1

3

;

1

4

; : : : ;

1

T

g in this framework.

2.2.1 The Leaky Bu
ket Curve

The basi
 metri
 of the Leaky Bu
ket Analysis is the Leaky Bu
ket Curve

2

that spe
i�es

the upper bound for the queue length � when a �nite tra
e of length T is served at rate r

in a G=D=1 queuing system:

�(0; r) = 0; (2.4)

�(k + 1; r) = max

�

�(k; r) + �(k)� �

�

k;

1

r

�

; 0

�

; k = 0; 1; : : : ; T;

q(r) = max

k2f0;1;::: ;Tg

f�(k; r)g; r 2

�

1;

1

2

;

1

3

;

1

4

; : : : ;

1

T

	

; (2.5)

where q(r) denotes the dis
rete Leaky Bu
ket (LB) Curve.

The dual pair of the LB 
urve, i.e. the maximum queue length as a fun
tion of servi
e

time t 
an be given as:

q

t

(t) = q

�

1

t

�

; t 2 f1; 2; 3; : : : ; Tg : (2.6)

1

This kind of deterministi
 servi
e pro
ess is widely used in a
tual ATM swit
hes.

2

Burstiness Curve or Ba
klog Curve might be a more intuitive name for this 
urve. I have 
hosen

the notion, Leaky Bu
ket Curve, sin
e the most pra
ti
al appli
ation of this 
urve is to determine proper

parameters for the Leaky Bu
ket based ATM usage parameter 
ontrol pro
ess.
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It is very impra
ti
al to handle a series of value pairs (i.e. fr

i

; q(r

i

)g), espe
ially in 
ase

of drawing graphs. Thus I also de�ne the Leaky Bu
ket Envelope 
urve that is a 
ontinuous

fun
tion of r̂, whi
h interse
ts the points of the LB 
urve:

q̂(r̂) = q(r

B

)� (r

B

� r̂)

q(r

A

)� q(r

B

)

r

A

� r

B

;

1

T

� r̂ =

1

^

t

� 1; (2.7)

r

A

=

1

b

^

t
+1

; r

B

=

1

b

^

t


:

For the sake of simpli
ity, I will omit the notation of 
ontinuity \^" in the �gure labels and

in 
ase of the servi
e rate and servi
e time.

Properties of The LB Curve

By analyzing the expressions (2.1), (2.3), (2.4) and (2.5), we 
an re
ognize the following

properties of the LB envelope 
urve:

� non negative,

� monotone de
reasing,

� and 
onvex.

Several traÆ
 patterns may have the same LB 
urve, be
ause the max() fun
tion is not

unambiguous. Moreover, the following equations hold for the edges of the LB 
urve:

lim

r!0

q(r) = N; lim

r!1

q(r) = 0: (2.8)

The q̂(r) 
urve is non negative due to the [�℄

+

fun
tion. In order to prove that it is also mono-

tone de
reasing, let us analyze Equation (2.4). Denote K

+

n

; n 2 f1; 2; : : : ; kg;

S

n

K

+

n

�

f1; 2; : : : ; kg the disjun
t time intervals before k where the argument of the [�℄

+

fun
tion is

non-negative, i.e. where �(k) + �(k) � �

�

k;

1

r

�

� 0. First I 
onsider one su
h a region and

prove the monotonity. Sin
e the queue length fun
tion �(k) is zero in any other time slot

k 62 K

+

n

, we 
an omit those terms and rewrite Equation (2.4):

�(k) =

8

>

<

>

:

0; 8k : k 62 K

+

n

;

P

j2K

+

n

�

�(j)� �

�

j;

1

r

��

=

P

j2K

+

�(j)�

P

j2K

+

n

�

�

j;

1

r

�

; 8k : k 2 K

+

n

;

The last expression is monotone in
reasing with the servi
e rate, be
ause there are more

servi
e events in 
ase of higher servi
e rates even if the K

+

n

regions may be shifted.

Thus the point series of q(r), i.e. the maximum of the whole expression is monotone

de
reasing:

�(k;

1

r

1

) � �(k;

1

r

2

) if r

1

� r

2

) q(r

1

) > q(r

2

): (2.9)
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Illustration

The left side of Figure 2.1 illustrates the Leaky Bu
ket 
urve for two tra
es 
aptured from

video traÆ
. The 
ontinuous lines depi
t the LB envelope q̂(r), while the dots highlight

the dis
rete q(r) fun
tion. Three operating points are marked by diamonds. The two LB


urves pra
ti
ally 
oin
ide in operating point A, highlighting that 
ell loss 
an be avoided

by allo
ating a bu�er of 300 
ells and servi
e rate of 4700 kbps for both of the sour
es.

However, the two sour
es have very di�erent bu�er demand, if they are served at 2900 kbps

(see operating points B and B', respe
tively).

I introdu
e the following notions for referring to the two end regions of the LB 
urve:

1. the peak-end is on the right where the servi
e rate is 
lose to the peak rate of the

tra
e and the 
urve is almost horizontal,

2. the mean-end is on the left where the servi
e rate is 
lose to the mean rate of the

tra
e and the 
urve is almost verti
al.

Figure 2.1: Leaky Bu
ket Envelope and Leaky Bu
ket Slope 
urves of two measured video

traÆ
 tra
es

It is very well pronoun
ed in the �gure, that the LB envelope 
urves 
onsist of linear

segments, with breaking points between them. For instan
e, the points between 7000 kbps

� r � 12000 kbps �t very well to a linear segment and there is a breaking point around

r = 7000 kbps. In order to analyze this feature, let us express the slope of the LB Envelope
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urve in ea
h r

i

2 f1;

1

2

;

1

3

;

1

4

; : : : ;

1

T

g point, using (2.7):

%(r

i

) =

q(r

i

)� q(r

i+1

)

r

i

� r

i+1

; r

1

= 1; r

i+1

=

1

1

r

i

+ 1

; (2.10)

i = 1; 2; : : : ; T:

Sin
e the LB 
urve is monotone de
reasing, its slope is negative. Moreover, the 
ompu-

tation of a metri
 is faster and easier, if it has a dis
rete argument. Thus I de�ne the Leaky

Bu
ket Slope Curve based on Equation (2.10) using t in the argument:

s(t

i

) =

�

�

�

q

�

1

t

i

�

� q

�

1

t

i+1

�

�

�

�

t

i+1

� t

i

t

i

t

i+1

; t

1

= 1; t

i+1

= t

i

+ 1; (2.11)

i = 1; 2; : : : ; T:

Using q

t

(t) = q(

1

t

) and that t

i+1

= t

i

+ 1 we get

s(t) = t(t+ 1)

�

�

q

t

(t)� q

t

(t+ 1)

�

�

; t = 1; 2; : : : ; T�1: (2.12)

An important property of the LB slope 
urve is:

lim

t!1

s(t) = T: (2.13)

Sin
e the slope of the LB 
urve usually 
hanges with several orders of magnitude from

the peak-end to the mean-end, I plot the LB slope on logarithmi
 s
ale. The right side

of Figure 2.1 depi
ts the LB Slope 
urves of the previous two tra
es. The A, B and B'

operating points are also noted on the LB slope 
urves. The slope 
urves emphasize the

operating regions where the two sour
es have similar behaviour in the queue and also those

where they di�er. Moreover, the size and interarrival time of bursts in the tra
e 
an be

dire
tly read from the log (s(t)) 
urve, as it will be des
ribed in Se
tion 2.4.1.

Although plotting q(r) and s(t) with di�erent X-axis may be 
onfusing for the �rst

glan
e, I have proposed that, be
ause in this way the operating regions are represented by

linear se
tions on the LB 
urve, and horizontal plateau on the LB slope 
urve.

The Leaky Bu
ket Analysis

The Leaky Bu
ket Curve and Leaky Bu
ket Slope Curve 
an be used for 
hara
terizing the

rate and bu�er demand and the burst stru
ture of rate bounded, �nite length traÆ
 tra
es,

�(T;N). Leaky Bu
ket Analysis denotes traÆ
 
hara
terization based on these 
urves and

on the presented framework.

In general, it is fairly 
omplex to analyze the expression of the LB 
urve, i.e. Equations

(2.4) and (2.5) mathemati
ally. However, it is very straight forward to build a dis
rete

event simulator, whi
h 
an 
al
ulate the maximum queue length for di�erent servi
e rates

based on these formulas. The equation of LB Envelope (2.7) is also 
omplex, but any

mathemati
al program 
an easily draw the q̂(r) graph using the point series of q(r).
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Related Metri
s

There are further interesting metri
 de�nitions in 
onne
tion with the Leaky Bu
ket 
urve.

The LB Distan
e quanti�es the distan
e of the LB 
urves of tra
es A1 and A2:

d(r) = q̂

A1

(r)� q̂

A2

(r);

1

T

� r � 1: (2.14)

This fa
tor 
an be used for analyzing how mu
h more bu�er is needed for one tra
e than

for another or for validating traÆ
 models (see se
tion 3.4).

Maximum Delay is another pra
ti
al metri
, whi
h 
an be easily retrieved from the LB


urve by drawing traje
tories to ea
h working point (i.e. the line interse
ting the origo and

a 
ertain point of the LB 
urve). The slope of the traje
tory gives the maximum delay:

Æ(r) =

q̂(r)

r

;

1

T

� r � 1: (2.15)

Maximum Delay Ratio expresses the proportion of maximum delay of two tra
es:

�(r) =

q̂

A1

(r)

q̂

A2

(r)

;

1

T

� r � 1: (2.16)

This metri
 
an be used in advan
ed s
heduling algorithms that are aiming for a �x pro-

portion of delay among di�erent traÆ
 
lasses [86℄.

2.2.2 Leaky Bu
ket Analysis of Deterministi
 TraÆ
 Tra
es

The aim of this se
tion is to illustrate how the LB 
urve 
an 
hara
terize deterministi


traÆ
 tra
es.

I have synthesized several deterministi
 traÆ
 tra
es, all with T = 500500 andN = 1000,

and fed them into a G/D/1 queue. Than I have 
al
ulated and plotted the q(r), q

t

(t) and

s(t) 
urves for the domain 1 � t � 1000 therefore 0:001 � r � 1.

Constant Bit Rate Tra
e

The arrival rate is 
onstant in the Constant Bit Rate (CBR) tra
e. The 
umulative arrival

fun
tion m(k) in
reases linearly, due to the regular arrivals a

i+1

= a

i

+ �, where � =

T

N

is 
onstant

3

(see Figure 2.3). Figure 2.2 depi
ts the LB Envelope Curve, its dual pair and

the LB Slope 
urve for the CBR tra
e. It 
an be seen in this �gure that q(0) = 1000 and

s(t)! T .

3

Sin
e

T

N

= 500:5 is not integer, I repeated a pair of f�

1

= 500, �

2

= 501g in this CBR sequen
e. That

is the reason of having two peaks of equal size in the PMF(�) plot.
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Figure 2.3: Cumulative arrival fun
tion and interarrival times of the CBR Tra
e
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Figure 2.5: Cumulative arrival fun
tion and interarrival times of the A

elerating tra
e
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A

elerating Tra
es

After the CBR tra
e, it is interesting to investigate other spe
ial tra
es, for whi
h the

histogram of interarrival time has several peaks of the same size (see Figure 2.5). Thus I


onstru
ted the A

elerating Tra
e family in whi
h the interarrival time in
reases linearly:

�

i

= �

1

+ b
i
; i = 1; 2; 3; : : : N; (2.17)

where the 
onstant 
 determines the de
reasing rate of the slope of 
umulative arrival

fun
tion (i.e. the arrival rate). A

ording to Figure 2.4, the q

t

(t) 
urve of the a

elerating

tra
e is linear, and the q(r) 
urve is hyperboli
. Figure 2.12 depi
ts LB 
urves of several

a

elerating tra
es with di�erent 
 
onstant (
=1, 2 and 5 for ACC1, ACC2 and ACC5,

respe
tively). It is pronoun
ed that as larger the 
 
oeÆ
ient of an A

elerating tra
e is,

as smaller is the slope of its q

t

(t) 
urve. One 
an also see that lim

t!1

s(t) = T .

Simple On-O� Tra
es

A popular traÆ
 pattern in teletraÆ
 theory is the On-O� Tra
e [74, 75℄. The illustrated

On-O� tra
e 
ontains 999 `ba
k-to-ba
k' 
ells with an interarrival time of �

burst

= 1 and

one 
ell, whi
h follows the burst �

silen
e

= 499501 
ell times later. Both the q(r) and

q

t

(t) 
urves emphasize that this tra
e requires the most bu�er spa
e, i.e. this is the most

bursty (see Figure 2.6). Noteworthy is that while the A

elerating Tra
e produ
ed a linear

q

t

(t) 
urve, the On-O� tra
e yields a linear q(r) 
urve. Therefore these tra
es 
an be


onsidered as "dual pairs" from the LB 
urve's point of view. Figure 2.7 demonstrates that

the 
umulative arrival fun
tion rea
hes its maximum suddenly.

Multilevel On-O� Tra
es

Based on the simple On-O� tra
e, I de�ne another spe
ial traÆ
 pattern. An L-Level

Multilevel On-O� Tra
e L-level MOO is a deterministi
 tra
e, whi
h 
onsists of L levels of

embedded bursts (see Figure 2.8). The burst on the �rst level 
onsists of one 
ell and a

silen
e period, whi
h may be zero, if the peak rate equals to the line rate. The parameters

of a MOO tra
e are N

i

denoting the number of 
ells in the burst on the burst level i and

T

i

expressing the interarrival time of bursts on the burst level i (i = 1; 2; : : : ; L).

The basi
 equations for the parameters of MOO 
an be read from Figure 2.8:

T

1

= T

B1

+ T

S1

= n

1

T

0

+ T

S1

; (2.18)

where n

1

= 1 and T

0

= 1 by de�nition. Based on (2.18) the time fa
tors 
an be retrieved

for the other burst levels su

essively:

T

2

= n

2

T

1

+ T

S2

= n

2

(n

1

T

0

+ T

S1

) + T

S2

= n

2

n

1

T

0

+ n

2

T

S1

+ T

S2

;
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(t) for an On-O� tra
e
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Figure 2.7: Arrival fun
tion and interarrival times of an On-O� tra
e

T

3

= n

3

T

2

+ T

S3

= n

3

(n

2

n

1

T

0

+ n

2

T

S1

+ T

S2

) + T

S3

= n

3

n

2

n

1

T

0

+ n

3

n

2

T

S1

+ n

3

T

S2

+ T

S3

;

and so on for ea
h burst level. These equations 
an be generalized:

T

i

= T

Si

+ T

B1

N

i

+

i

X

j=2

T

Sj�1

i

Y

k=j

n

k

=

= T

B1

N

i

+

i

X

j=1

T

Sj

N

i

N

j

; i = 1; 2; : : : ; L:

In order to simplify the formalism, I introdu
e N

0

:

= 1 and T

s0

:

= 1:

T

i

=

i

X

j=0

T

Sj

N

i

N

j

: (2.19)
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Figure 2.8: L-Level Multilevel On-O� Tra
e

The next step is to derive the equations of the LB Envelope 
urve for an L-level MOO.

One 
an realize by looking at Figure 2.8 that the slope of the 
umulative arrival fun
tion

(i.e. the arrival rate) de
reases step-wise from burst level to burst level. The average arrival

rate is higher during the T

B2

interval than during the T

B3

interval. This also means that

the rate of bu�er build-up (i.e. the LB Slope) is 
onstant, if the servi
e rate is smaller than

the average rate in the respe
tive burst. Denote hr

i

i the average rate in the �rst, se
ond,

et
. burst:

hr

1

i =

N

1

T

1

; hr

2

i =

N

2

T

2

; : : : hr

L

i =

N

L

T

L

: (2.20)

The maximum queue length is a linear fun
tion of the servi
e rate between two 
onse
u-

tive average burst rates. Therefore the LB 
urve q(r) of a MOO tra
e is a pie
e-wise linear

fun
tion with breaking points at ea
h rate r

i

= hr

i

i.

A typi
al LB Curve of an MOO tra
e is presented in Figure 2.9, indi
ating that the

LB Curve of an L-level MOO 
onsists of L linear se
tions with breaking points at r

i

=

r

1

; r

2

; : : : ; r

L

and slopes s

1

; s

2

; : : : ; s

L

, where s

i

= fs(t; i) :

T

i

N

i

� t �

T

i+1

N

i+1

g. Di�erent

se
tions represent di�erent time-s
ales and di�erent burst level of the MOO tra
e. Ea
h

burst level 
an be identi�ed as a horizontal plateau on the LB Slope 
urve.

Denote r

0

:

= 1 the full link rate. Let us determine the queue length in the breaking
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Figure 2.9: Leaky Bu
ket Envelope and LB Slope Curves of a Multilevel On-O� tra
e

points using (2.5) and Figure 2.8:

q(r

0

) = 0; q(r

1

) = N

1

; q(r

2

) = N

2

�

r

2

r

1

(N

2

�N

1

); : : : (2.21)

The pie
e-wise linear LB 
urve 
an be dedu
ted by des
ribing ea
h linear se
tion, start-

ing from the peak-end of the 
urve (i.e. r = r

0

). The equation of the i

th

linear LB envelope

se
tion is:

q̂(r; i) = N

i+1

� r

i

X

x=1

N

x+1

�N

x

r

x

; r

i+1

< r � r

i

; i = 0; 1; 2; : : : ; L: (2.22)

The equation of the LB slope 
urve is:

s

r

(r; i) =

i

X

x=1

N

x+1

�N

x

r

x

; r

i+1

< r � r

i

; i = 0; 1; 2; : : : ; L; (2.23)

where r

L

is the long term average rate of the tra
e �(T

L

; N

L

). Similarly, the dual pair of

q̂(r) and s

r

(r) as a fun
tion of servi
e time t are:

q̂

t

(t; i) = N

i+1

�

1

t

i

X

x=1

T

x

�

N

x+1

N

x

� 1

�

;

T

i

N

i

� t <

T

i+1

N

i+1

; i = 0; 1; 2; : : : ; L; (2.24)

s(t; i) =

i

X

x=1

T

x

�

N

x+1

N

x

� 1

�

;

T

i

N

i

� t <

T

i+1

N

i+1

; i = 0; 1; 2; : : : ; L: (2.25)
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Figure 2.10: q(r), s(t) and q

t

(t) for a 5-level MOO tra
e
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Figure 2.11: Cumulative arrival fun
tion and interarrival times of a 5-level MOO tra
e

I have performed the Leaky Bu
ket Analysis for a 5-level MOO tra
e. The results in

Figure 2.10 validate the previous statements. Four linear (hyperboli
) se
tions 
an be seen

on the q(r) (q

t

(t)) 
urve, while the LB slope 
urve highlights the four breaking points that

separates the �ve burst levels.

Comparison

Let us 
ompare the q

t

(t) 
urves of di�erent deterministi
 traÆ
 tra
es as a summary of

this se
tion. It 
an be seen in Figure 2.12 that the one level On-O� tra
e requires the

most resour
es, i.e. it is the worst 
ase, while the CBR tra
e is the best 
ase. These tra
es

represent the two extremes, whi
h give an upper and lower bound for the LB 
urve of any

other �(T;N) tra
e. The CBR tra
e 
an be 
onsidered as a spe
ial A

elerating tra
e with


 = 0 on one hand, or as a spe
ial one-level MOO tra
e with T

1

= � on the other hand.
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Figure 2.12: Comparison of deterministi
 tra
es

Moreover, the A

elerating tra
e 
an be 
onsidered as a spe
ial MOO tra
e with N burst

levels, ea
h 
onsisting of one burst (n

i

= 1;8i = 1; 2; : : : N) and with linearly in
reasing

burst interarrival time (T

i

= b
i
;8i = 1; 2; : : : N). I have started to extend the Leaky

Bu
ket Analysis framework based on this observation and 
onstru
t the linear spa
e of

MOO tra
es. My intuition is that this linear spa
e always has su
h an element of whi
h LB


urve 
an approximate the LB 
urve of any arbitrary �(T;N) tra
e with an a

ura
y of ".

Se
tion A in the Appendix introdu
es this idea.

2.2.3 Leaky Bu
ket Analysis of Measured TraÆ
 Tra
es

I have performed the Leaky Bu
ket Analysis on traÆ
 tra
es 
aptured in measurements.

In parti
ular, I have 
hara
terized the burst stru
ture of more than 200 �nite length, real

traÆ
 tra
es using the LB and LB Slope 
urves in 
ase of 24 di�erent 
on�gurations. This

se
tion presents the results for some of those tra
es. The measurement experiments and

the main statisti
s of the 
aptured traÆ
 tra
es are summarized in Appendix C.

Multiplexed VBR Video Sour
es

TraÆ
 of multimedia workstations 
onne
ted via the Sto
kholm Gigabit Network (an ATM

MAN) was multiplexed with CBR ba
kground traÆ
 [C5℄. Long tra
es of both traÆ
 types

were 
aptured before and after multiplexing. LB 
urves of a shaped single multimedia

sour
e (a) and the aggregate traÆ
 of four workstations (b) are depi
ted in Figure 2.13.
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Figure 2.13: Multiplexing VBR video sour
es: (a) single VBR sour
e before multiplexing

(b) aggregate of four sour
es after multiplexing
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The four sour
es were shaped to 34 Mbps (80354 
ps) ea
h, in order to avoid 
ongestion

in the �rst swit
h. Naturally, this peak rate limitation does not hold for the aggregate

traÆ
 (b) as it is pronoun
ed in the LB slope graph where the �rst plateau is shifted to the

left. The applied shaping rate 
an be identi�ed by the pla
e of the se
ond jump in the LB

slope 
urve of tra
e (a) (see marker). There were several ATM swit
hes and SDH add/drop

multiplexers on the way of the traÆ
 from the sour
e to the measuring point. The LB slope

of tra
e (b) has more and shorter plateau than tra
e (a), whi
h means that these a
tive

ATM and SDH devi
es destroyed the burst levels of the original VBR traÆ
 by splitting

and merging the bursts on di�erent levels.

VBR Video TraÆ


The Leaky Bu
ket Analysis is also appli
able for tra
king the e�e
t of modifying the pa-

rameters of the multimedia traÆ
 sour
e. The impa
t of the input video sequen
e and the

video frame rate on the LB 
urve is investigated in this se
tion. Further analysis have been

published in [B1, C3, C2, C1℄.

Figure 2.14 depi
ts the LB envelope 
urves of six VBR video tra
es. These tra
es have

very di�erent mean 
ell rate (see Table C.3 in Appendix A) and their LB 
urves are far from

ea
h other for servi
e rates less than 16000 
ps (6.7 Mbps). For instan
e, tra
e (f), whi
h is

an almost "still pi
ture video", is less bursty than the other tra
es. On the other hand, the

LB envelope 
urves 
onverge for higher servi
e rates, as it is also highlighted by the �rst two

plateau of the LB slope 
urves that 
oin
ide for servi
e time t < 21 
ell time. A possible

explanation is that the input video sequen
e in
uen
es only the long term (low servi
e

rate) burstiness of the traÆ
 tra
e, while the multimedia terminal regulates the short term

burstiness (for high servi
e rates). Moreover, the video appli
ation has a very deterministi


nature. It produ
es video frames on a given frame rate. These frames are sli
ed �rst into

Maximum Transfer Units (MTU), than pa
ked into IP pa
kets and segmented into ATM


ells by the proto
ol sta
k. This results in a multilevel burst stru
ture, where only the

size and timing of top-level burst (i.e. video frame) is di�erent. This observation is further

analyzed in Chapter 3. Another observation is that the number of 
ells in the tra
e (see

Table C.3) determines the value of s(T ), as expe
ted.

The e�e
t of 
hanging the frame rate as parameter of the video appli
ation 
an be seen

in Figure 2.15. It is visible that the LB 
urves are shifted along the r-axis, but the level of

plateau 
oin
ide in the LB slope graph. This indi
ates that the burst stru
ture is similar

and only the timing of bursts di�er on the highest burst level, i.e. the video frame level.

Another interesting observation is that the (m) and (n) 
urves are mu
h 
loser to ea
h other

than to 
urve (l), although the elbow of the LB 
urves (whi
h indi
ates the mean rate) is

linearly proportional to the frame rate. A possible explanation to this phenomenon is that

there is a �nite upper limit of the performan
e of multimedia workstation, and it 
an not

really support real-time pi
tures (25 fps) only about 22 fps.
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Internet TraÆ


Internet traÆ
 is in the spotlight of many re
ent resear
h a
tivities. The Appendix lists

several traÆ
 tra
es from a number of traÆ
 types. In this se
tion the traÆ
 of �le transfer

(FTP), Ping and aggregated LAN are analyzed.

A large size �le was downloaded during the FTP session (Figure 2.16). The LB slope


urves of tra
e (q) and (r) indi
ate the very simple on-o� like bust stru
ture. It is also

interesting that repeated measurements yield tra
es with very similar 
hara
teristi
s. This

observation is supported by a number of trials [C5℄.

The Ping UNIX 
ommand was used with four di�erent sizes of transferred message (128,

256, 512 and 1024 
ells). The queue length for the peak-end is proportional to the message

size in 
ase of the four tra
es (s), (t), (u) and (v). It is noti
eable in Figure 2.17 that the

LB slope 
urve of ea
h Ping tra
e begins with a value whi
h 
orresponds to the pa
ket size

setting of the tra
e, i.e. 164, 240, 475 and 1180 
ell times for the (s-v) tra
es, respe
tively,

although these values does not exa
tly follow the 1:2:4:8 ratio. The deviation is due to the

fa
t that LBA 
aptures the worst 
ase behaviour of the traÆ
 (exa
tly as the ATM swit
h).

Internet traÆ
 of inter
onne
ted LANs was also measured on the Swedish University

Network (SUNET). Sin
e these tra
es 
ontain more than 83 million 
ell arrivals, the s(T )

value is very large (see Figure 2.18). Although the tra
es were taken at di�erent time, it

is interesting to re
ognize the similarity among the 
urves from independent measurements

in both graphs. The mean 
ell rate varied between 3000 and 9000 
ps. The burst stru
ture

is very disperse, similarly to the other aggregate tra
e of four video sour
es (b) in Figure

2.13.

2.2.4 Relationship Between the Measured Tra
es and the MOO Tra
es

A pronoun
ed similarity 
an be noti
ed by 
omparing the LB 
urve of measured traÆ


tra
es presented in the previous se
tion with the LB 
urve of deterministi
 MOO tra
es in

Se
tion 2.2.2. Denote q

R

(r) and q

MOO

(r) the LB 
urve of the measured tra
es and that of

the MOO tra
es, respe
tively.

Firstly, we 
an see that the basi
 properties of the LB 
urve (see se
tion 2.2.1) are valid

for both types. Spe
i�
ally, both LB envelope 
urves (q̂

R

(r) and q̂

MOO

(r)) are non negative,

monotone de
reasing and 
onvex. Moreover, the extension of the 
urve's mean-end leads

to the total number of 
ells in the tra
e (i.e. lim

r!0

q̂(r) = N), while the peak-end approa
hes

zero at the peak 
ell rate (r

P

) of the sour
e

4

. Another observation is, that both q̂

R

(r)

and q̂

MOO

(r) are linear in the region where the servi
e rate is below the long term average

rate of the tra
e (i.e. 0 < r � r

L

). The slope of the 
orresponding linear se
tion (s

L

) is

determined by the length of the traÆ
 tra
e (T ).

Se
ondly, there are two spe
ial properties that are also valid for both types:

4

The peak 
ell rate is equal to the full link rate r

0

in 
ase of unshaped traÆ
.
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Figure 2.16: Leaky Bu
ket Analysis of �le transfer sessions
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P1. Both q̂

R

(r) and q̂

MOO

(r) have a few breaking-points with semi-linear

5

se
tions among

them. Ea
h of these se
tions 
an be determined by its slope (s

i

).

P2. The number of linear se
tions in q̂

R

(r) and q̂

MOO

(r) 
orrespond to the number of

burst levels (L) in the traÆ
 tra
e.

As we have seen in Se
tion 2.2.2, these two properties are not valid for every �nite traÆ


tra
e �(T;N). For instan
e the LB 
urve of the A

elerating Tra
e has no linear se
tions,

and its slope is steadily in
reasing from the peak-end toward the mean-end. However,

my measurement experiments on a broad set of traÆ
 types validates these properties.

The very likely reason of this is the `On-O� nature' of a
tive traÆ
 devi
es, namely that

network interfa
e 
ards, routers, swit
hes, shapers, et
. temporarily store the traÆ
 in

bu�ers of di�erent sizes and read out traÆ
 from these bu�ers at a �x rate. The size of

di�erent bu�ers determine the burst size on di�erent burst levels, while the bu�er drain

rates determine the mean rate on the di�erent burst levels. I utilize this observation for

establishing a traÆ
 model in Se
tion 2.4.1.

2.2.5 The Leaky Bu
ket Analysis and Other Deterministi
 Bounds

The LB 
urve of the proposed LBA framework is a deterministi
 traÆ
 
onstraint fun
-

tion that spe
i�es an upper bound on the burstiness of the traÆ
 entering a network node.

Moreover, it 
an be used for burstiness analysis with the help of the LB slope 
urve. One of

the major designing goal of LBA was to a
hieve a 
omputationally simple approa
h. Thus

there is only one bounding variable, namely the queue length, that has to be maintained

for 
al
ulating this metri
, unlike in 
ase of other deterministi
 bounds, whi
h are based on

a di�erent parameter set and thus require the maintenan
e of several variables [2, 89, 90℄.

The spe
ial sele
tion of servi
e rates (i.e. that r 2 f1;

1

2

;

1

3

; : : : ;

1

T

g) also targets simpli
ity,

be
ause 
oating point operations 
ould be avoided in this way. A

ording to my measure-

ment based experiments, the loss of a

ura
y in the region r ! 1 due to this sele
tion is

negligible, be
ause the mean rate of the tra
e (and thus the mean-end of q(r)) is far from

the link rate in the pra
ti
al 
ases. In the followings I 
ompare the LBA to the 'arrival


urve' and 'servi
e 
urve' 
on
epts of [3℄.

Cruz de�nes the R(k); R(k) 2 I

+

fun
tion that denotes the number of pa
kets 
owing

on the link during the dis
rete time slot k. Moreover, he de�nes the arrival 
urve b(�) as

an upper bound on the arriving traÆ
 volume:

R(j + 1; k) � b(k � j) 8j; k 2 I; j � k; (2.26)

5

Due to the dis
rete nature of q

R

(r), neighboring points do not exa
tly �t to a line only by allowing a

small threshold of �q = �2 
ells (this threshold is not the same as " in se
tion 2.4.1). But sin
e the LB


urve has usually very pronoun
ed breaking points and the points beyond those breaking points deviate

with one or more orders of magnitude from the regression line, it is straightforward to group the points into

a few semi-linear se
tions.
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where R(j + 1; k)

:

=

k

P

l=j+1

R(l).

For the pa
kets departing from the network element, Cruz de�nes a non-de
reasing

non-negative fun
tion, 
alled servi
e 
urve S(�). A network element guarantees a servi
e


urve of S if for any k there exists j � k su
h that the queue is empty B(j) = 0 and

R

out

(j + 1; k) � S(k � j).

Therefore Cruz 
onsiders both arriving and departing pa
kets per network element using

these 
on
epts and aims for deriving end-to-end performan
e metri
s for a whole network.

The goal of LBA is di�erent, be
ause it aims for 
hara
terizing the arriving traÆ
 with

spe
ial respe
t to its burstiness stru
ture in order to support resour
e allo
ation for traÆ


sour
es atta
hed to a network element. By 
omparing the arrival 
urve b(k � j) and the

LB 
urve q(r) bounds it is apparent, that the former limits the volume of traÆ
 in a time

window of size k � j, while the latter bounds the queue length in a G/D/1, FIFO system,

whi
h is evenly served at a servi
e rate of r. The advantage of this queueing system is

that the parameters of both the standardised ATM Usage Parameter Control and the ATM

Conne
tion TraÆ
 Des
riptor are based on that [35, 66℄, thus the LBA 
an dire
tly provide

those parameters, unlike the servi
e 
urve 
on
ept.

2.3 Robustness Study of the Leaky Bu
ket Analysis

In the previous se
tion, I used the Leaky Bu
ket Analysis for 
hara
terizing a single traÆ


tra
e. This se
tion investigates how robust the LBA is, if it is used for 
hara
terizing

di�erent tra
es of the same traÆ
 type.

An important feature of a pra
ti
al 
hara
terization method is that it highlights the es-

sential 
hara
teristi
s of the traÆ
 and hides the unne
essary variations. Therefore an ideal

tool gives basi
ally the same des
riptors to ea
h tra
es of a spe
i�
 traÆ
 type, indepen-

dently from the length of the tra
e and the time when it was 
aptured. Let us investigate

the impa
ts of these two fa
tors on the LB 
urve.

2.3.1 Repeatability

VBR Video TraÆ


Many tra
es were 
aptured from the same traÆ
 type, using the same quality settings in

order to examine the repeatability of the LBA method. The traÆ
 types are di�erent

from the perspe
tive of determinism of 
ell generation. Stored VBR video traÆ
 is easily

reprodu
ible, sin
e the input video sequen
e 
an be repeated and most of the pro
esses

transforming and transferring the data inside of the multimedia workstation are of deter-

ministi
 nature (see Chapter 3). That is why it 
an be assumed that tra
es taken from a

VBR video traÆ
 sour
e have roughly the same 
hara
teristi
s. This fa
t is noti
eable in

Figure 2.19 whi
h depi
ts the relative error ratio of q

t

(t) 
al
ulated for tra
es of the same
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sour
e from di�erent trials. This metri
 for two of M measured tra
es 
an be expressed as:

E

j;k

= 2

jq

t

j

(t)� q

t

k

(t)j

q

t

j

(t) + q

t

k

(t)

8j; k 2 f1; 2; :::Mg; j 6= k: (2.27)

Safety margins 
an be de�ned by giving a

ura
y thresholds and the servi
e time regions

where they are valid. The safety margins are indi
ated by bold lines and the maximum,

minimum and mean error 
urves are drawn in the following �gures.

The relative error has a peak between 20 < t < 30 in 
ase of video traÆ
 (see Figure

2.19). This 
orresponds to 40 ms, i.e. the interarrival time between video frames (25 fps).

As des
ribed later, the real frame rate is determined by the s
heduling system and the upper

limit of the terminal's performan
e. This is a reasonable explanation for the degradation of

repeatability in this region.

Internet TraÆ


In spite of VBR video traÆ
, one 
an only assume that the sour
es have similar behaviour in

a statisti
al manner in 
ase of Internet traÆ
. Therefore to have a robust statisti
al average,

hundreds of tra
es should be taken from the same traÆ
. Repeating the measurement is

quite easy in 
ase of simple "Internet sessions" like Ping and FTP. A

ording to Figure

2.20, the behaviour of these sour
es is also very deterministi
. The only jump of relative

error 
an be seen around the elbow of the LB 
urve (
ompare with Figure 2.17).

The safety region of a

eptable error threshold (50%) is mu
h shorter for aggregated

Internet traÆ
, than for simple sour
es (see Figure 2.21). The main reason is the mu
h

higher number of independent pro
esses whi
h are generating or in
uen
ing the traÆ
.

Considering the a

ura
y threshold of 200% it is interesting that any bandwidth 
an be

allo
ated, if the bu�er requirement is doubled.

2.3.2 E�e
t of Tra
e Length

I investigated the e�e
t of tra
e length on the shape of the LB 
urve. Thus I have 
aptured

several tra
es from the same traÆ
 type, but with di�erent length and analyzed the LB

envelope and LB slope 
urves. Figure 2.22 presents the LB slope 
urve of three tra
es on

a linear s
ale. Ea
h of these tra
es has been 
aptured from the same type of traÆ
, but

the se
ond tra
e has half and the third tra
e has a quarter of the length of the �rst tra
e,

respe
tively.

The results 
on�rm Equation (2.13). The mean-end slope is proportional to the tra
e

length for ea
h tra
e. The most important observation is that the rest of the LB 
urves

do not signi�
antly di�er. I have repeated this test for several other traÆ
 types and got

similar results. Based on my experiments, the LBA is robust against 
hanging the tra
e

length in the measurements, if the tra
e is longer than a threshold, whi
h is in the range of

10

6

{10

8


ell times, depending on the traÆ
 type.
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2.4 Models Based on the Leaky Bu
ket Curve

In this se
tion I establish two traÆ
 models using the Leaky Bu
ket Curve for �nding the

model parameters.

In the wide sense, the LB 
urve itself is a model of the traÆ
 tra
e. However, this

model represents only the worst 
ase behaviour of the respe
tive traÆ
 sour
e (see Se
tion

2.5.3). Thus I used the LB 
urve as `model �tting rule' and established two traÆ
 models

whi
h 
an approximate the LB 
urve of measured tra
es. In the �rst one, I have sele
ted a

spe
ial subset of tra
es, namely the MOO tra
es. In the se
ond one, I have used 
uid 
ow

modeling.

2.4.1 Multilevel On-O� Model

Based on the similarities between the LB 
urves of MOO tra
es and measured tra
es, a

straightforward idea is to approximate the LB 
urve of the measured tra
e with a pie
e-

wise linear fun
tion, whi
h 
orresponds to an MOO tra
e. The resulted MOO tra
e is a

model that 
aptures the queuing behaviour of the measured tra
e.

I have developed a pro
edure for setting the parameters of a multilevel on-o� model

that 
an be used for approximating the LB and LB slope 
urves of a measured traÆ
 tra
e

�(T;N) [B1, C1℄. The steps of this pro
edure are illustrated on the GT10 tra
e (see Chapter

3):

1. Capture a sample tra
e of length T from the traÆ
 of the investigated traÆ
 sour
e.

2. Cal
ulate the points of the LB 
urve q(r) by post-pro
essing the 
aptured 
ell stream

a

ording to Equations (2.4) and (2.5).
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3. Cal
ulate the LB slope 
urve s(t) a

ording to Equation (2.12).

The LB and LB slope 
urves of the GT10 tra
e are presented in Figure 2.24.

4. Identify the almost linear se
tions in the LB 
urve.

It was shown in Se
tion 2.2.4, that the points of the LB 
urve 
an be grouped into a

linear se
tion between two breaking points r

i

and r

i+1

:

q̂(r; i) = q(r

i

)� (r

i

� r)

q(r

i+1

)� q(r

i

)

r

i+1

� r

i

r

i+1

< r � r

i

; i = 0; 1; 2; : : : ; L; (2.28)

where L denotes the number of breaking points.

These breaking points 
an be easily found, as they appear as verti
al jumps on the

LB Slope 
urve. This observation 
an be expressed by the following equations:

t

0

= 1; (2.29)

t

i

= min

t>t

i�1

�

t :

js(t)� s(t

i�1

)j

s(t)

> "

�

; i = 1; 2; : : : ; L;

where t

i

=

1

r

i

denote the breaking points, " denotes an arbitrary, small threshold

6

.

The general approximation pro
ess is illustrated by Figure 2.23. A

ording to Figure

2.24, there are three su
h jumps in the s(t) of GT10 { around t � 1, t � 20 and

t � 340. This means that L = 3. By zooming out these graphs, one 
an pre
isely

read the values of the ft

i

g, fr

i

g series. I wrote these values in the �rst two 
olumns

of Table 2.1. I have 
hosen " = 20 
ell times for the GT10 tra
e.

Table 2.1: Parameters of the MOO model for the GT10 tra
e

i t

i

[
ell time℄ r

i

[
ell per 
ell time℄ N

i

[
ell℄ T

i

[
ell time℄

1 1 1 172 172

2 20 0.05 581 11620

3 332 0.003 22872 7842534

5. Plot the q̂

i

(r) linear se
tions using Equation (2.22), the breaking points fr

i

; q(r

i

)g and

L retrieved in the previous step.

If we 
ompare the empiri
al and approximated 
urves in Figure 2.24 and 2.25, respe
-

tively, we 
an see that the proposed approximation emphasizes the main burst levels

without loosing the information represented by the q(r) 
urve.

6. Read the burst size N

i

from the q̂(r) graph.

The �rst level burst 
onsists of one 
ell N

1

= 1 by de�nition, while the burst size on

the ith burst level is determined by the interse
tion of the extension of the (i � 1)th

6

If " is very small, there are tra
es where the number of jumps equals to the number of 
ells in the tra
e,

(i.e. L! N), whi
h is impra
ti
al.
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linear se
tion of the LB envelope and the verti
al axis. This 
orresponds to inserting

r = 0 in Equation (2.28):

N

i

= q̂(0; i�1); i = 1; 2; : : : ; L�1: (2.30)

7. Cal
ulate the interarrival time of bursts on the ith burst level using:

T

i

= t

i

�N

i

; i = 1; 2; : : : ; L: (2.31)

Using these equations, the series of fT

i

;N

i

g { i.e. the parameters of the MOO model

{, 
an be su

essively obtained. The resulted values are presented in Table 2.1 for the

GT10 tra
e.

Is the MOO Model Appli
able for Every TraÆ
 Type?

If we analyze the LB Slope 
urves of di�erent traÆ
 types (see Figures 2.14, 2.15, 2.16, 2.17

and 2.18), we 
an see that the tra
es 
aptured dire
tly at the traÆ
 sour
e yield smoother

and more distin
t plateau than the tra
es of aggregate traÆ
. Thus the presented modeling

approa
h is more suitable for the former type. On the other hand, the latter type may be

modeled with A

elerating tra
es (
ompare Figure 2.4 and 2.18).

2.4.2 Fluid Flow Model

Measured ATM traÆ
 tra
es were analyzed in [C3℄ and a simple model was proposed for

VBR video traÆ
 based on the LB 
urve. Furthermore, a method was given for �tting the

LB 
urve of the measured tra
e with the queue length of a two level 
uid model.

Motivation For Fluid Flow Modeling

Video traÆ
 is generated by en
oding subsequent video frames 
omposed by several pa
kets.

The data rate is in the order of several Mbps, while the pa
ket length is less than 100 kbits

(in our situation a pa
ket 
onsisted of 172 
ells). Thus, we 
an move from 
ell s
ale to larger

time s
ales and the dis
rete nature of data 
an be ignored. Therefore I 
hose the 
uid 
ow

model for our modeling purposes.

The simplest model whi
h 
an 
apture the basi
 
hara
teristi
s of video traÆ
 is a two

state 
uid 
ow model, where the sour
e generates 
ontinuous bit streams at di�erent data

rates.
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Figure 2.23: Multilevel On-O� Approximation
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Figure 2.24: The empiri
al q(r) and s(t) 
urves of the GT10 tra
e
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Figure 2.25: The approximated q(r) and s(t) 
urves of the GT10 tra
e
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The Fluid Flow Model

In this model the 
uid arrival rate at time t is denoted by �(t) has the form �(t) = r(Z(t))

where Z(t) is a Markov pro
ess and r(z) is a deterministi
 fun
tion. Now assume that

the Markov pro
ess Z(t) has two states with generation rates r

0

and r

1

, and r

0

< 
 < r

1

where 
 is the servi
e rate. The transition intensities of Z(t) are denoted by � (from state

0 to state 1) and � (from state 1 to state 0) as it is shown in Figure 2.26. By solving the

Chapman-Kolmogorov equations for the partial distribution fun
tions the 
omplementary

queue length distribution, i.e. an estimation of the 
ell loss probability, 
an be obtained

[12℄:

Q(x) = PrfX > xg =

�

�+ �

r

1

� r

0


� r

0

e

��x

; � =

(
� r

0

)�� (r

1

� 
)�

(r

1

� 
)(
� r

0

)

: (2.32)

There are four parameters to set in the model: the two transition rates (� and �) and

the two generation rates (r

0

and r

1

). The purpose is to set these parameters su
h that the

model 
an 
apture the LB 
urve. A problem arises from the nature of sto
hasti
 models,

namely there is no point to speak about maximum queue length be
ause there is a non

zero probability of having any queue length in the model. Thus, instead of 
onsidering the

maximum queue length 
urve, I relate the 
urve 
orresponding to a spe
i�ed quantile of

the queue length (i.e. the queue length, whi
h is ex
eeded by a spe
i�ed probability) in the

model to the LB 
urve of the measured traÆ
 tra
e. This 
urve 
an be expressed using a

targeted 
ell loss rate (e.g. l = 10

�6

) and the long term average rate r

M

of the tra
e:

x(
) = �

1

�

ln

�

l


� r

0

r

M

� r

0

�

: (2.33)

I have established the following model �tting algorithm for 
apturing the LB envelope 
urve

with a two level 
uid 
ow model [C3℄:

1. The long term average rate (r

M

) of the tra
e should be estimated by r

M

=

N

T

, where

N denotes the number of 
ell arrivals in the 
aptured tra
e of length T .

2. The burst toleran
e related bu�er size (N

C

) should be read from the LB 
urve of the

measured tra
e using the sustainable 
ell rate (i.e. N

C

= q(r

S

)) and this point should

be �tted with the queue length 
urve of the 
uid model at a given 
ell loss probability

(l) using Equation 2.32.

3. The parameters r

M

, r

S

, and N

C

determine � (see Equation (2.32) and Appendix B)

and the transition intensities 
an be derived from:

� = �

(r

1

� r

S

)(r

S

� r

0

)

(r

S

� r

0

)

�

r

1

�r

M

r

M

�r

0

�

� (r

1

� r

S

)

; (2.34)

� = �

r

1

� r

M

r

M

� r

0

: (2.35)
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4. The two remaining parameters, r

0

and r

1

, 
an be tuned in order to get the best 
urve

�tting for the rest of the 
urves. Alternatively, it is also possible to set them as r

0

to

be zero and r

1

to be the peak 
ell rate.

The derivation of the parameter �tting equations are given in Appendix B. The above

model has the advantage that it is a rather simple model with very simple �tting pro
e-

dure. It also has the ni
e feature that it dire
tly 
aptures the important queuing behaviour

(i.e. q(r)) instead of only the statisti
s of the arrival pro
ess 
oupled with a nontrivial

queuing problem.

Validation of The Model

The Susie and Noise video tra
es were investigated for modeling purposes in 
ase of high

resolution, 10 fps performan
e setting (Fig. 5, 6). After performing the leaky bu
ket analysis

of the measured video tra
es to get the maximum queue length 
urves and 
hoosing the

servi
e rate related to the queue length b = 500 as sustainable 
ell rate with q = 10

�5


ell

loss requirement, I obtained the model parameter settings presented in Table 2.2.

Table 2.2: Parameters of the 
uid 
ow model for the Susie and Noise tra
es

r

M

[
ps℄ r

S

[
ps℄ � � r

0

[
ps℄ r

1

[
ps℄

Susie 4 450 50 252 9.74 269.44 2 224 66 022

Noise 12 926 26 863 3.40 218.80 12 500 40 347

The LB 
urve of the Susie and Noise tra
es, and the queue length (related to the 10

�5

quantile) of the model are plotted in Figures 2.27 and 2.28. After repeating the model

validation for several di�erent tra
es, we 
on
luded that the model 
an a

urately 
apture

the 
urves and 
an be used as sour
e traÆ
 model of the investigated video traÆ
.

2.5 Appli
ations of the Leaky Bu
ket Analysis

This se
tion illustrates the appli
ations of the LBA. The LB 
urve 
an dire
tly provide us

lots of pra
ti
al information. For instan
e, we 
an sele
t the `ATM four-tuples' (i.e. Peak

Cell Rate (PCR) { Cell Delay Variation Toleran
e (CDVT), Sustainable Cell Rate (SCR)

{ Maximum Burst Size (MBS) pairs) using the LB 
urve, we 
an dimension the bu�er of a

shaper or of a swit
h, and determine appropriate shaping rate, as dis
ussed below.

2.5.1 Resour
e Dimensioning

The previous se
tions illustrated how the LB 
urve 
an be dire
tly used as a traÆ
 des
rip-

tor. Apart from this, it 
an also be applied as a tool for determining the standard ATM
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Figure 2.26: Fitting the LB 
urve of a measured tra
e (dashed line) and the queue length


urve of the 
uid 
ow model (solid line)
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Figure 2.27: Fitting the 
uid 
ow model to the Susie tra
e
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ow model to the Noise tra
e
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Conne
tion TraÆ
 Des
riptor [66, 34℄. Let us 
ompare �rst the 
onstraint given by the

latter and the demand represented by the LB 
urve of a traÆ
 tra
e [B1℄. The three �rst

parameters of the ATM sour
e traÆ
 des
riptor, i.e. the PCR (r

P

), SCR (r

S

) and MBS

(N

S

) and the CDVT (�) determine only a line, while the LB 
urve gives several linear se
-

tions in most 
ases (ex
ept in the 
ase of one-level on-o� tra
e). In oder words, the traÆ



ontra
t 
orresponds to a one-level MOO and thus it represents higher resour
e requirement

than the LB 
urve (see bold line in Figure 2.29).

Figure 2.29: Leaky Bu
ket Curve of a �(T;N) traÆ
 tra
e and operating line determined

by the ATM traÆ
 des
riptor (in gray)

Another interesting 
urve, the delay toleran
e vs. servi
e rate graph 
an be obtained by

dividing the maximum queue length values in the graph in Figure 2.29 by the 
orrespond-

ing servi
e rates (see de�nition of Æ(r) in Equation (2.15)). In this way we get a similar,

new graph that represents a series of toleran
e { rate pairs for the Usage Parameter Control

(UPC). From the q(r) or Æ(r) 
urves the traÆ
 parameters of the ATM 
onne
tion des
riptor


an be dire
tly sele
ted. The proper setting of these parameters are ne
essary for appro-

priate resour
e allo
ation, but the way how to 
hose them is far from being straightforward

[46, 75℄.

We 
an use the LB 
urve for setting fr

S

; N

S

g by 
hoosing a servi
e rate, bu�er size pair

fr; q(r)g from or above the LB 
urve in the region r

M

� r < r

P

. The 
loser this point

is to the LB 
urve, the less 
onservative is the sele
tion. The sele
ted maximum queue

length value 
an be interpreted as a minimum bu�er 
apa
ity needed in the network for

avoiding 
ell loss for the given sour
e. By 
hoosing a point toward the peak-end, we 
an

optimize for saving bu�er size, while the points toward the mean-end yield larger bu�er but

less link 
apa
ity for the traÆ
 sour
e. Furthermore, we 
an 
onsider a delay 
onstraint by

drawing traje
tories into the LB graph (see d

s

in Figure 2.30) and sele
ting a point below

that line. The targeted 
ell loss rate 
an be a further parameter to 
onsider. The LB 
urve
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estimates the maximum queue length for zero loss, but it is possible to derive similar 
urves

for spe
i�
 loss rates (see Se
tion 2.5.4).

The advantages of setting the traÆ
 des
riptor based on LBA are that (i) it is simple

and intuitive to obtain the traÆ
 parameters, (ii) it is straightforward to 
onsider di�erent

various optimization 
riteria and (iii) it is 
lear how 
onservative the sele
tion is, be
ause

the LB 
urve predi
ts the operation of the UPC (that also monitors the maximum queue

length, but only for one or two servi
e rates).

LB Curve or ATM TraÆ
 Des
riptor?

There is a tradeo� between the number of parameters for des
ribing a 
onne
tion and the

eÆ
ien
y of resour
e dimensioning. In most of the 
ases, the naive user is not able to

determine even the simple parameters of the ATM traÆ
 des
riptor. However, for a well

known traÆ
 sour
e (e.g. for a spe
i�
 video sequen
e in a Video on Demand servi
e), it

is straight forward to estimate the 
hara
teristi
 points of the LB 
urve. Therefore the

appli
ability of the LB 
urve as traÆ
 des
riptor depends on the situation.

2.5.2 Sele
tion of Shaping Rate

TraÆ
 shaping provides a means to 
ontrol the burstiness [34, 12℄. It is believed that su
h

shaping will be needed in ATM networks for users to meet de
lared traÆ
 agreement with

the network, e.g. regarding a 
onne
tion [67, 76℄. A popular shaping method uses the leaky

bu
ket algorithm to read out 
ells from the shaper's bu�er [68, 46, 93, 95℄. The shaper

limits the maximum number of 
ells that 
an be transmitted over a 
ertain time period.

This se
tion 
onsiders the LB 
urve and not the LB shaper and it demonstrates how the

LBA 
an be used for determining the shaping rate.

A 
ommon approa
h for a
hieving a

eptable link utilization of an ATM link is peak

rate allo
ation 
ombined with ATM traÆ
 shaping at the sour
e [93, 66℄. The appropriate

value of the ATM shaping rate for a sour
e depends on whi
h quantities are to be optimized.

For instan
e, if the only parameter of interest is bandwidth utilization a value 
lose to the

average rate of the sour
e would provide the optimum value for a shaping rate [94℄. This

simple approa
h does not take the shaping delay into 
onsideration, although that is an

important fa
tor in 
ase of multimedia appli
ations. Thus another possible strategy is to


onsider both the shaping delay and the maximum utilization, therefore 
hoose the lowest

shaping rate whi
h still gives a

eptable delay. A further important aspe
t is that the

shaper (i.e. whi
h may be implemented in an edge node or in the interfa
e 
ard of the

sour
e terminal) should have enough bu�er spa
e for performing the shaping.

These three 
onstrains 
an be taken into 
onsideration for sele
ting a shaping rate by

using the LBA. Figure 2.30 depi
ts the LB 
urve of the investigated traÆ
 with traje
tories

F

1

; F

2

; F

s

{ representing the maximum delay in three working points {, and other important


hara
teristi
s:

r

M

the long term average rate of the traÆ
 tra
e.
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q

1

the maximum bu�er size, whi
h value is governed by the shaper or swit
h implemen-

tation.

r

2

the peak rate whi
h represents the upper bound of shaping rate. It is determined by

the required bandwidth utilization. Sin
e the 
orresponding maximum queue length

(q

2

) is low, a low delay (d

2

) belongs to this working point.

d

s

the maximum of a

eptable shaping or bu�ering delay. This value is determined by

subje
tive evaluation of the appli
ation.

Figure 2.30: Sele
ting shaping rate

Using these 
onstrains I propose the following guidelines for setting shaping rate [C2℄:

� The bu�er size should be dimensioned based on the delay 
onstrain (d

s

) and the upper

bu�er limit (q

1

):

b � minfq

s

; q

1

g:

� The a
tual shaping rate (r

s

) should be sele
ted 
onsidering the r

M

, r

2

and q

1

() r

1

)


onstrains:

maxfr

1

; r

M

g < r

s

< r

2

:

The performan
e of the LBA based shaper design has been investigated in [C2℄. The

results have shown that the link utilization 
an be in
reased by a fa
tor of 37-70 depending

on the traÆ
 type while still maintaining a shaping delay that is a

eptable for the in-

vestigated desk-top multimedia appli
ation. Other measurement experiments (see Se
tion

2.2.3) have shown that the LBA is appli
able not only for sele
ting, but also for dete
ting

the shaping rate.
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2.5.3 Chara
terization of Multiplexing Gain

This se
tion analyzes the performan
e of statisti
al multiplexing using the Leaky Bu
ket

Analysis. [C1℄

The goal is to 
hara
terize the multiplexing gain as a fun
tion of servi
e rate. Assume

that the traÆ
 of N sour
es are multiplexed a

ording to round-robin s
heduling s
heme.

Denote q

i

(r); i = 1; 2; : : : ; N the LB 
urve of the input tra
es before the multiplexer and

q

agg

(r) the LB 
urve of the traÆ
 aggregate after multiplexing. In the worst multiplexing


ase, the output link is shared among the input sour
es and the bu�er requirement is the

sum of q

i

(r) (i.e. the largest bursts of ea
h sour
e arrive in a 
orrelated manner). The LB

distan
e between this worst 
ase and the a
tual q

agg

(r) 
hara
terizes the multiplexing gain:

d(r) =

 

N

X

n=1

q

n

(

r

N

)

!

� q

agg

(r) (2.36)

I have 
hara
terized the multiplexing gain with this approa
h based on traÆ
 measure-

ments in [C1℄. Figure 2.13 depi
ts the LB 
urve of a single VBR sour
e before multiplexing

(
urve (a)), the 
al
ulated LB 
urve for the worst 
ase and the LB 
urve of four multi-

plexed VBR sour
es (
urve (b)). The area between the latter two 
urves emphasizes the

multiplexing gain.

2.5.4 Cell Loss Estimation

With a small extension, the LBA 
an be used for analyzing the queuing behaviour of a

traÆ
 tra
e. In parti
ular, the empiri
al queue length distribution 
an be 
al
ulated for

a measured traÆ
 tra
e on the top of the q(r) 
urve whi
h represents only the maximum

queue length. We 
an express the empiri
al probability mass fun
tion of queue length '(�)

by 
onsidering Equation (2.4):

'(�; t) =

1

T

T

X

k=1

1 (�(k; t) = �) ; 1 � � � N; 1 � t � T; (2.37)

where t denotes the servi
e time, � denotes an arbitrary queue length value and 1(�) is the

indi
ator fun
tion, whi
h equals to one if the argument is true, otherwise it equals to zero.

The 
ell loss probability 
an be estimated using the over
ow probability:

l(q; t) � Prf�(k; t) > qg � 1�

q

X

�=0

'(�; t); 1 � q � N; 1 � t � T; (2.38)

where the expression on the right 
orresponds to the empiri
al 
omplementary probability

distribution fun
tion (CPDF) of the queue length. Both of these equations are easy to


ompute using dis
rete event simulation. As an illustration, I have 
al
ulated the empiri
al

probability mass fun
tion of queue length '(�; t) for the `Noise' tra
e. Figure 2.31 presents

this three dimensional fun
tion for di�erent servi
e rates.
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Figure 2.31: PMF of the queue length for di�erent servi
e rates
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Figure 2.32 presents the empiri
al CPDF of the Noise tra
e. The 
ell loss probability

l(q; t) 
an be estimated using Equation (2.38) and in this way a set of LB 
urves 
an be

retrieved 
orresponding to di�erent loss probabilities l = 
. Instead of the original zero loss


urve (i.e. the LB 
urve), the adequate q




(r) 
urves 
an be applied for the analysis. Figure

2.33 presents queue length vs. servi
e rate 
urves for di�erent 
ell loss values for the Noise

tra
e. Noteworthy is that the 
 = 10

�6

and 
 = 10

�5


urves are very 
lose to the LB 
urve

(
 = 0) that not a single worst 
ase pattern determines the LB 
urve in real 
ases. I made

this observation for many other measured traÆ
 tra
es.

In Se
tion 3.4 I have applied this approa
h for validating a traÆ
 model and numeri
ally


al
ulated 
ell loss probability for measured traÆ
 tra
es and the tra
es generated by my

model.
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2.6 Summary

This 
hapter presented the Leaky Bu
ket Analysis { a framework for resour
e dimension-

ing and 
hara
terizing the burstiness of ATM traÆ
 {, demonstrated its appli
ability on

deterministi
 and measured traÆ
 tra
es, and des
ribed its appli
ation for traÆ
 modeling,

resour
e dimensioning, shaper design, queuing behaviour analysis and analysis of multiplex-

ing gain.

The evaluation of the Leaky Bu
ket 
urve q(r), its dual pair q

t

(t) and the Leaky Bu
ket

Slope 
urve s(t) in Se
tion 2.2.2 has shown that the LBA is 
apable to visualize the resour
e

demand of a tra
e. For instan
e, I validated the well known result that the simple On-O�

tra
e is the worst 
ase, while the CBR tra
e is the best 
ase among �nite length traÆ


tra
es �(T;N) regarding resour
e demand. It has been also dis
ussed that other traÆ


tra
es 
an be 
onsidered as a spe
ial instan
e of the family of Multilevel On-O� tra
es or of

A

elerating tra
es, whi
h have linear q(r) and q

t

(t) 
urve, respe
tively. Se
tion 2.2.3 has

demonstrated that the Leaky Bu
ket Analysis 
an 
hara
terize how the resour
e demand

and the burst stru
ture of VBR video traÆ
 
hanges due to traÆ
 shaping, multiplexing,


hanging the video sequen
e or the video frame rate. It has been illustrated that the LBA


an also re
e
t the `On-O� nature' of �le transfer appli
ation and the size of a Ping message.

The robustness of LBA against the variations in the traÆ
 of a 
ertain traÆ
 type and the

length of 
aptured tra
e has been investigated in Se
tion 2.3, and a

ura
y thresholds have

been given for single and aggregated Internet and VBR video traÆ
 using the relative error

ratio of q

t

(t). This analysis emphasized that the LBA 
ould 
hara
terize spe
i�
 traÆ


types too, not only a single traÆ
 tra
e.

The deterministi
 metri
s of LBA have been �tted to two analyti
 models in Se
tion

2.4. The �rst model has utilized that the burst stru
ture of measured traÆ
 tra
es and

MOO tra
es are similar. Se
tion 2.4.1 has proposed a pro
edure for setting the parameters

of a MOO tra
e based on the breaking points in q(r) and the pla
e of plateau in s(t). The

se
ond model has been a two-level 
uid 
ow model. Se
tion 2.4.2 has des
ribed how the

model parameters 
an be determined using the long term average rate, the sustainable 
ell

rate, the maximum burst size and the targeted 
ell loss probability, and it has presented

numeri
al results for VBR video traÆ
.

Se
tion 2.5 has des
ribed several appli
ations of LBA. Se
tion 2.5.1 has dis
ussed how

the LB 
urve 
an be used for sele
ting the parameter set of the ATM 
onne
tion traÆ


des
riptor 
onsidering di�erent optimization 
riteria, su
h as saving bu�er spa
e, better

link utilization, keeping a delay 
onstraint or a targeted 
ell loss rate. Se
tion 2.5.2 has

proposed guidelines for determining traÆ
 shaping rate based on the delay toleran
e of the

appli
ation, the size of bu�er in the shaper devi
e, the average traÆ
 rate and the targeted

link utilization. LBA was appli
able both for sele
ting and dete
ting the shaping rate.

Se
tion 2.5.3 has illustrated that the LBA is appli
able for queuing behaviour analysis by

visualizing the gain of statisti
al multiplexing for four VBR video sour
es, while Se
tion

2.5.4 has presented an extension of the LB 
urve for non zero 
ell loss rate.

The Leaky Bu
ket Analysis was designed for ATM networks. If we want to generalize

the results for another networking te
hnology, e.g. for IP/Ethernet en
apsulation, the major
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diÆ
ulty would be to handle the variable size of IP pa
kets. Moreover, the bene�ts of the

related MOO model would be also less pronoun
ed due to the simpler multilevel burst

stru
ture of IP/Ethernet traÆ
.

The Leaky Bu
ket Analysis has the following advantages:

� dire
tly provides the parameter 4-tuple of the ATM 
onne
tion traÆ
 des
riptor,

� appli
able for bu�er and link dimensioning,

� 
hara
terizes traÆ
 burstiness on several time s
ales,

� visualizes the burst stru
ture,

� simple to 
ompute for measured traÆ
 tra
es,

� appli
able for sele
ting the shaping rate based on di�erent 
onstrains,

� traÆ
 modeling based on �tting dire
tly these 
hara
teristi
s has the advantage that

we avoid the 
lassi
al way of modeling steps (statisti
al analysis of arrival pro
ess -

modeling of arrival pro
ess - solving the related queuing problem) but rather we are

fo
using on dire
tly to 
apture the queuing behavior.



Chapter 3

Hierar
hi
al Model for Multimedia

TraÆ
 Sour
es

3.1 Introdu
tion

This 
hapter presents a hierar
hi
al sour
e model for generating Variable Bit Rate (VBR)

multimedia traÆ
. This model 
aptures the inner operation of a multimedia workstation,

in parti
ular VBR en
oding, pro
ess s
heduling and proto
ol en
apsulation.

The designers of modern pa
ket swit
hed networks require traÆ
 models for multimedia

traÆ
 sour
es, in order to dimension the network and to a
hieve a

eptable servi
e quality

and optimal usage of network resour
es [39, 40℄. Variable Bit Rate video has an important

role in multimedia teleservi
es. The measurement based 
hara
terization of VBR video

traÆ
 and the related networking problems have been of in
reasing interest in the last de
ade

of teletraÆ
 resear
h [40, 42, 24, 46, C5℄. A plenty of studies fo
us on the 
hara
teristi
s

of the output of a parti
ular video sour
e in a pra
ti
al 
ontext [106, 107, 108, 109, 110℄.

A number of di�erent models have been proposed for VBR video traÆ
, ranging from

autoregressive pro
esses [41, 49℄ through di�erentMarkov type models [105, 38, 44℄ in
luding

the family of Markov Modulated Poisson Pro
esses [10℄ to fra
tal models [45, 48℄. An

overview 
an be found in [11, 9, 8℄.

All of these approa
hes are 
ommon in the modeling te
hnique that a spe
i�
 sto
hasti


pro
ess is 
hosen and the parameters are set by a parti
ular method to �t some statisti
s

of the real traÆ
 sour
e. This methodology 
an be regarded as a bla
k box modeling ap-

proa
h, whi
h is based merely on the 
hara
teristi
s of measured traÆ
. The bla
k box

analysis fo
uses on the traÆ
 and not on the traÆ
 sour
e and tries to reprodu
e 
ertain

traÆ
 
hara
teristi
s (e.g. moments of interarrival time) by tuning the parameters of an

independent generation pro
ess.

One disadvantage of the bla
k box approa
h is that only very spe
ial video servi
es


an be 
hara
terized with a small number of parameters, and a large set of parameters

are required in general [38, 42℄. For instan
e, [105℄ analysis a spe
ial, low bit rate video

42
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onferen
e and uses the �rst two moments of the per frame bit rate and the 
oeÆ
ient of an

assumed exponential auto
orrelation fun
tion as �tting parameters to a Markovian model to

evaluate the performan
e of a network multiplexer. However, su
h statisti
al parameters are

not adequate in other 
ases, be
ause the distribution of output rate 
an vary substantially

for di�erent minutes long segments of the same video sequen
e [107, 108℄.

Another drawba
k of the bla
k box models is that it is diÆ
ult to modify the behaviour

of the traÆ
 sour
e espe
ially in a realisti
 way. In most of the 
ases the behaviour of the

traÆ
 sour
e is determined by a few, simple parameter, su
h as frame rate, pi
ture size, et
.

The bla
k box 
on
ept 
an not dire
tly in
orporate su
h simple parameters in the model.

An alternative method is the so-
alled white box modeling approa
h, whi
h attempts

to reprodu
e the detailed behavior of the sour
e by imitating its inner working [43℄. This

approa
h utilizes the a' priori knowledge of the traÆ
 generation pro
ess and fo
uses on the

emulation of internal pro
esses in the traÆ
 sour
e, yielding a more a

urate sour
e model.

The white box approa
h has re
eived little attention from the video modeling 
ommunity so

far. However, we believe that this non-traditional modeling 
on
ept 
an be very su

essful

in pra
ti
e, be
ause it 
an 
apture the impa
t of en
oding and en
apsulation pro
edures on

the generated data traÆ
.

I have 
ombined the white and bla
k box modeling approa
hes in previous work [J1, C7℄.

Apart from introdu
ing a hierar
hi
al traÆ
 model, those papers give a 
omprehensive

sour
e analysis study and reveal the very nature of measured video traÆ
 by performing

traÆ
 intensity analysis and 
orrelation stru
ture analysis. This 
hapter summarizes the

essen
e of my previous work in this area.

The 
hapter is organized as follows. The main 
hara
teristi
s of the traÆ
 are summa-

rized in Se
tion 3.2. The hierar
hi
al sour
e model is des
ribed in Se
tion 3.3, while its

validation is given in Se
tion 3.4.

3.2 Multimedia Sour
e Chara
terization

This se
tion summarizes the main steps of the bla
k box sour
e analysis, whi
h are ne
essary

for the understanding of the hierar
hi
al model. The 
omplete sour
e 
hara
terization is

published in [J1, C7℄.

I have re
orded the ATM 
ell stream generated by a multimedia workstation, whi
h

re
eived standard video sequen
es from a video 
assette re
order, en
oded them using dif-

ferent VBR en
oding s
hemes and transmitted the pa
ketized video and audio information

trough a multilayer network interfa
e. In this 
hapter, the sour
e analysis and the model

are illustrated using the "Popple", "Susie" and "Girl with Toys" video sequen
es with 10

and 25 fps frame rate (i.e. the tra
es PL10, SU10, GT10, PL25, SU25 and GT25). The

measurements and the main statisti
s of these tra
es are des
ribed in Appendix C.
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3.2.1 TraÆ
 Intensity Analysis

The most native way of traÆ
 
hara
terization is to measure its intensity, i.e. the amount

of 
ell arrivals within a given time window. The traÆ
 intensity of re
orded ATM traÆ


tra
es is analyzed at di�erent time s
ales, in order to investigate the burst stru
ture. The

following �gures show traÆ
 intensity of a short tra
e from the PL25 video sequen
e on

di�erent burst levels. Ea
h 
olumn represents the number of arrivals in one time window

of 58330, 750, 38 and one 
ell times in Figure 3.1,3.2, 3.3 and 3.4, respe
tively.

Figure 3.1: The 
ell arrival intensity of the PL25 sequen
e on s
ene level. S
ale of the

graph: 38 se
, mean rate in the graph: 2251 kbps, size of time window: 58330 
ell times.

The 
omplete PL25 sequen
e is shown in Figure 3.1. The two level shifts are 
aused by

two high speed zoom periods with an intermediate period of partial motion in the pi
ture

�eld. Figure 3.2 magni�es the next time s
ale (i.e. video frame level) and shows the arrival

pattern of seven video frames of varying size with three audio pa
kets in between. The

internal stru
ture of a frame (i.e. IP pa
ket level) is shown in Figure 3.3. Finally, we show

a single pa
ket in Figure 3.4 that 
ontains 172 ATM 
ells arriving at pra
ti
ally full link

rate.

Based on the traÆ
 intensity analysis the multi-level burst stru
ture of examined VBR

traÆ
 is well pronoun
ed, as it is shown in other works [B1, 24, 30℄. Observing these �gures

noteworthy is the regular arrival of frames, pa
kets and 
ells at di�erent time s
ales. Audio

pa
kets arrive also in a regular manner as it is illustrated in Figure 3.3. By plotting similar

�gures for the other video sequen
es we 
an say that the size of video frames depend on

the 
ontent of video sequen
e while the stru
ture of frame internal pa
kets looks very mu
h

the same for ea
h frame. Based on these observations our hypothesis is that the generation

of frames and pa
kets is independent thus these burst levels 
an be distinguished in our

model. Based on my measurements, I have distinguished four burst levels in the ATM

traÆ
 stream generated by a VBR multimedia sour
e (see Figure 3.5); namely the 
ell,

pa
ket, frame and s
ene levels. We introdu
e the following notation for des
ribing the
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Figure 3.2: The 
ell arrival intensity of the PL25 sequen
e on video frame level. S
ale of

the graph: 490 ms, mean rate in the graph: 3.26 Mbps, size of time window: 750 
ell times.

Figure 3.3: The 
ell arrival intensity of the PL25 sequen
e on IP pa
ket level. S
ale of the

graph: 24.5 ms, mean rate in the graph: 9.45 Mbps, size of time window: 38 
ell times.

Figure 3.4: The 
ell arrival intensity of the PL25 sequen
e on 
ell level. S
ale of the graph:

654 ms, mean rate in the graph: 133.4 Mbps, size of time window: 1 
ell time.
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multilevel burst stru
ture:

Figure 3.5: Notations regarding the burst levels in VBR ATM traÆ


Figure 3.5 depi
ts the interarrival time and duration of frames (T

if

, T

df

) and pa
kets (T

ip

,

T

dp

) and the silen
e periods between frames and between pa
kets (T

sf

and T

sp

), respe
tively.

N

f

and N

p

denote the number of ATM 
ells in a frame and a pa
ket, respe
tively. N

�

p

denotes the size of the last pa
ket in a frame, whi
h is usually shorter than other pa
kets

(it 
ontains the last fragment of the frame), while N

paudio

refers to the pa
ket 
ontaining

an audio transfer unit (whi
h is mu
h smaller than a video pa
ket).

3.2.2 Silen
e Period Analysis

Beside the traÆ
 intensity analysis (i.e. analysis of busy periods) the other native way of

gaining information about the traÆ
 is to 
al
ulate the probability mass fun
tion (PMF)

of the 
ell interarrival times (CIT). This latter method 
an be 
onsidered as analysis of

the silen
e periods (T

sf

, T

sp

and T

s


). The probabilities are estimated by 
ounting the

o

urren
e of CITs of di�erent lengths in the 
aptured tra
e. The values are smoothed by

a moving average te
hnique before drawing �gures. The PMF of CITs is depi
ted in Figure

3.6 and the 
omplementary probability distribution fun
tion (CPDF) is presented in Figure

3.7.

The silen
e periods 
an be divided into three groups a

ording to Figure 3.6, whi
h


hara
terizes the GT25, SU25 and PL25 sequen
es. The longest interarrival times (above

8000 
ell times) represent the frame silen
e periods (T

sf

). The medium values (around

4000 
ell times) 
orrespond to the silen
e periods within the video frames, i.e. between


onse
utive pa
kets (T

sp

) while the smallest values (below 10 
ell times) express the short
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Figure 3.6: Probability mass fun
tion of 
ell interarrival times (GT25, SU25, PL25)

silent periods inside the pa
kets (T

s


). The evaluation of ea
h group is given below.

Frame Level

In 
ase of GT-PL10 sequen
es, the video frame rate is 10 frame/se
 thus the theoreti
al

frame interarrival time (T

if

) is around 36 679 
ell time. For the GT-PL25 sequen
es with

25 frame/se
, the theoreti
al frame interarrival time (T

if

) is 14 672 
ell time. Two markers

in Figure 3.7 indi
ate these values. Theoreti
ally, the silen
e period between frames 
an not

be longer than the frame interarrival time (sin
e T

sf

= T

if

�T

df

from Figure 3.5). However,

it is 
learly shown in Figure 3.7 that there are several silen
e periods longer than 36 679 and

14 672 
ell times for the GT-PL10 sequen
es and GT-PL25 sequen
es, respe
tively. That is

in terms of frame rate, the investigated terminal platform is not able to produ
e frames on

the theoreti
al rate (i.e. 10 and 25 fps). Moreover, the moderate de
lination of the CPDF


urves in Figure 3.7 indi
ates that the frame generation time and duration varies. Another

phenomenon to be noti
ed in Figure 3.7 is that the maximum silen
e period (i.e. T

sfmax

) is

signi�
antly shorter for the PL sequen
es than for the others, probably due to the higher

traÆ
 intensity and larger size of video frames.
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Figure 3.7: Complementary distribution fun
tion of 
ell interarrival times (GT10, SU10,

PL10, GT25, SU25, and PL25)

Pa
ket Level

In 
ase of SU25 sequen
e, the probability of normal pa
ket silen
e period (3000 < T

sp

< 5000


ell time) is less than in 
ase of PL25 (see Figure 3.6). The reason is that there are more

frames, whi
h 
onsist of more than one pa
ket in 
ase of the more intensive PL25 sequen
e,

thus there are more intra-frame pa
ket silen
e periods in the 
aptured 
ell stream. The mean

pa
ket silen
e period read from Figure 3.6 is around 4000 
ell time for SU25, GT25 and

around 3400 
ell time for PL25. The pa
ket silen
e period 
an be re
ognized also in Figure

3.7 in form of a sudden de
lination on the CPDF 
urves. By 
omparing the beginning of

the CPDF 
urves in the CIT range of 2000-5000 
ell time it is visible that the pa
ket silen
e

period is the same for the GT-PL10 and GT-PL25 sequen
es. Thus another hypothesis is

that the frame rate setting (i.e. 10 fps or 25 fps in our paper) has no impa
t on the pa
ket

generation.

Cell Level

Figure 3.6 highlights that the probability of silen
e periods with length shorter than three


ell times are high (see the peak at the left part of the graph). The reason is that most of

the 
ells are transmitted ba
k-to-ba
k in the unshaped traÆ
 stream. Although physi
al
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layer information was dis
arded by the measurement instrument, the tra
es of SDH over-

head information 
an be observed too in form of dis
ontinuities within the pa
kets, resulting

silen
e periods of two{three 
ell times.

3.2.3 Pa
ket Silen
e Period Regression

The relationship between the pa
ket silen
e period (T

sp

) and the pa
ket size (N

p

) is analyzed

in this study on the pa
ket level. One 
an observe in Figure 3.2 and 3.3, that the pa
ket

silen
e period is shorter for the last pa
ket in the frame. Thus our next hypothesis is that

the multimedia terminal 
an produ
e a shorter pa
ket faster than a larger one. We 
an


on�rm this assumption by investigating the relationship between the length of the k

th

silen
e period (denoted by T

k

sp

) and the size of the pa
ket generated right after that period

(denoted by N

k+1

p

). Figure 3.8 presents the relationship between these fa
tors and the

empiri
al distribution of the pa
ket silen
e period for the PL25 sequen
e.
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Figure 3.8: Linear regression between the pa
ket size and pa
ket silen
e period

It is very pronoun
ed that there is a linear relationship between these fa
tors, therefore

we 
an establish a linear approximation:

T

k

sp

= �N

k+1

p

+ � (3.1)
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where T

k

sp

denotes the length of the k

th

silen
e period and N

k+1

p

denotes the size of the

pa
ket generated right after that silen
e period. The � and � 
onstants 
an be determined

by regression from the 
orresponding T

sp

and N

p

value pairs. In our 
ase, the value of

� is 18,5 and � is 323 and at least 50% of the predi
tions are 
ontained by the �200


ell times wide environment of the regression line (see dotted lines in the �gure). I have

got very similar values for the other sequen
es, proving that the pa
ket level statisti
s are

independent from the video 
ontent. Related works [29, 30℄ 
on�rm this observation and

Equation (3.1) for TCP/IP over ATM traÆ
.

The [J1, C7℄ papers provide further methods for bla
k box traÆ
 analysis. The next

step is to map the observations of the bla
k box analysis to the internal behaviour of the

traÆ
 sour
e, i.e. perform a white box analysis.

3.3 Three-Level Hierar
hi
al Model

After analyzing the VBR traÆ
, the next step is to look into the 'bla
k box' and make

a `white box' analysis. The video and audio data from the video re
order is pro
essed in

three information pro
essing stages in the multimedia workstation, before it is transmitted

into the network. The �rst stage is video en
oding, followed by the s
heduling

1

and en-


apsulation of video frames, as it is highlighted in Figure 3.9. The traÆ
 
hara
teristi
s

on the frame level in
uen
e the en
oding and s
heduling stages, while the pa
ket and 
ell

level 
hara
teristi
s have an impa
t on the en
apsulation pro
ess. These relationships are

des
ribed in this se
tion.

For 
apturing the behaviour of the three information pro
essing stages, I have established

a three-level hierar
hi
al model for VBR ATM traÆ
 sour
e. The three stages of this model

are:

1. a two-state, dis
rete time, Markovian model for 
hara
terizing the s
ene level be-

haviour and the en
oding,

2. a Gaussian noise model for 
hara
terizing the frame s
heduling,

3. a deterministi
, �nite state ma
hine for modeling the en
apsulation.

The En
oding Model takes a sequen
e of 
aptured frames fN

k

f

g, the probability mass

fun
tion of frame size PfN

f

g and the long term average rate R as input, and generates

video frames of di�erent size as output. The S
heduling Model takes a syntheti
 frame

sequen
e from the en
oding stage as input and assigns timing to ea
h frame a

ording to

the appli
ation's frame rate setting, i.e. produ
es a frame interarrival time series fT

if

g. The

En
apsulation Model re
eives frames of di�erent size and timing from the s
heduling stage

and produ
es 
ell departures with 
ertain pa
ket and 
ell level 
hara
teristi
s.

In order to avoid using 
omplex, high-order Markov models, I propose a simple, two

state model for the en
oding stage, be
ause long-term 
orrelation does not have signi�
ant

1

Here I refer to the pro
ess s
heduling in the operating system and not pa
ket s
heduling in a router.
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Figure 3.9: The internal operation of a VBR multimedia traÆ
 sour
e and the three stages

of the hierar
hi
al model

impa
t on 
ell loss in most swit
h s
enarios [22, 24, 25, C6℄ and the short-term 
orrelation


an be eÆ
iently 
aptured by a two state Markov model. I have 
hosen a simple Gaussian

model for the s
heduling stage, be
ause that was the simplest but suitable 
hoi
e for 
ap-

turing the sto
hasti
 nature of frame s
heduling a

ording to the frame interarrival time

analysis on measured traÆ
 tra
es [C7℄. Finally, I modeled the en
apsulation pro
ess with a

deterministi
 pro
ess, be
ause the network 
ard that performs the en
apsulation works as a

state ma
hine on one hand, and the stru
ture of frame internal bursts is very deterministi


a

ording to the bla
k box analysis on the other hand.

The three model stages are 
as
aded and the resulted hierar
hi
al system is validated

as one model (see Se
tion 3.4).

3.3.1 Parameterization of the En
oding Model

The parameters of the en
oding model 
an be set by analyzing traÆ
 tra
es 
aptured from

the investigated VBR sour
e. I propose the following algorithm:

1. Capture a tra
e of 
ell interarrival times from the output of the VBR traÆ
 sour
e

under test.

As an illustration, we investigate the PL25 tra
e.



52

2. Perform a silen
e period analysis by 
lassifying the silen
e periods into three groups

based on their length.

I propose three groups, be
ause we have seen in Se
tion 3.2.2, that there are four

burst levels in this type of traÆ
 yielding three kinds of silen
e period (T

s


,T

sp

and

T

sf

). This three groups 
orrespond to the 
ell, pa
ket and frame levels (see Figure

3.5), respe
tively. The pa
ket and frame silen
e periods are indi
ated in Figure 3.6.

3. Determine the lower threshold of ea
h silen
e period group.

For the PL25 tra
e,

~

T

s
min

= 3 
elltimes,

~

T

spmin

= 3500 
elltimes and

~

T

sfmin

= 38000


elltimes.

4. Retrieve the parameters of the Markov model:

(a) derive a series of video frames fN

k

f

g by �ltering out silen
e periods whi
h are

shorter than

~

T

sfmin

and joining individual 
ells to form a frame between the

identi�ed frame silen
e periods,

(b) 
al
ulate the empiri
al probability mass fun
tion PfN

f

g and the long term aver-

age rate R of the video tra
e.

For the PL25 tra
e R = 2.25 Mbps.

5. Plot PfN

f

g and determine a threshold N

�

f

that divides the probability mass into an

upper and lower quantiles with a proportion of 1:9. State 1 of the Markov model is

assigned to the upper quantile, while state 2 is assigned to the lower quantile.

The threshold N

�

f

is indi
ated by a marker on the PfN

f

g graph of PL25 tra
e in

Figure 3.10. Based on my experiments with numerous traÆ
 tra
es I propose the

`1:9' rule for setting up the threshold. However, the algorithm is not sensitive to this


hoi
e and any proportion from 3:7 to 1:19 are appli
able.

6. Set the transition probabilities p

12

, p

21

a

ording to the ratio of the number of state

transitions to the total number of transitions in the fN

k

f

g sequen
e:

p

12

=

1

K

K�1

X

k=1

1

�

N

k

f

> N

�

f

^N

k+1

f

< N

�

f

�

; p

11

= 1� p

12

; (3.2)

p

21

=

1

K

K�1

X

k=1

1

�

N

k

f

< N

�

f

^N

k+1

f

> N

�

f

�

; p

22

= 1� p

21

; (3.3)

where N

k

f

denotes the size of frame k, K denotes the total number of frames (that

equals to the number of transitions) in the tra
e and 1(�) is the indi
ator fun
tion,

whi
h equals to one if the argument is true, otherwise it equals to zero.
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7. Cal
ulate the frame size for both states.

The model generates N

f1


ells in state 1, where N

f1

is the sample mean of the upper

quantile and N

f2


ells in state 2:

N

f2

= T

if

R

p

11

+ p

22

p

11

�N

f1

p

22

p

11

: (3.4)

The unit time of the Markov model is determined by the s
heduling model, i.e. the next


omponent of my hierar
hi
al model.
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Figure 3.10: Probability mass fun
tion of frame size for PL25

3.3.2 Parameterization of the S
heduling Model

An appli
ation running in a non-real-time operating system 
an not transmit data into the

network on a 
onstant rate, due to the 
ontention among 
on
urrent appli
ations [77℄. The

Gaussian nature of the s
heduling pro
ess is well pronoun
ed, by plotting the PMF of the

frame interarrival time. Apart from the empiri
al PMF, the probability density fun
tion of

the modeling Gaussian pro
ess is also depi
ted in Figure 3.11.

The parameters of a Gauss model 
an be set by �tting its probability density fun
tion

to the empiri
al PMF. Denote T

if

the normal variable whi
h is my model for the frame

interarrival time. The parameters of the Gauss model G(m;�), i.e. the sample mean and

sample varian
e of T

if

should be determined by taking the fT

k

if

g sequen
e resulted from the



54

0.5 1 1.5 2 2.5

x 10
4

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

x 10
−4

P
L
2
5

Frame Interarrival Time [cell time]

Figure 3.11: Probability mass fun
tion of frame interarrival times for PL25 (solid line) and

the probability density fun
tion of the Gauss model (dotted line)

�rst three analysis steps in the previous se
tion and applying:

m =

1

K

K

X

k=1

T

k

if

; �

2

=

1

K � 1

K

X

k=1

(T

k

if

�m)

2

; (3.5)

where K denotes the total number of frames in the tra
e and T

k

if

represents the interarrival

time of frame k.

3.3.3 Parameterization of the En
apsulation Model

Based on the regular arrival of 
ells within pa
kets, and pa
kets within frames, I established

a deterministi
 state ma
hine for modeling the en
apsulation. The parameters of this state

ma
hine 
an be determined by the following algorithm:

1. Perform the �rst three steps of the algorithm des
ribed in Se
tion 3.3.1.

2. Produ
e a pa
ket stream fN

p

;T

ip

g by �ltering out silen
e periods, whi
h are shorter

than

~

T

spmin

and joining individual 
ells to form a pa
ket between the identi�ed pa
ket

silen
e periods.

3. Determine N

pmax

from the fN

p

g sequen
e.

For the PL25 sequen
e N

pmax

= 171 
ells.
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4. Finally, make a linear regression analysis for determining the � and � 
onstants in

Equation (3.1).

I have used the Matlab [104℄ program for performing linear regression between the y =

fN

k+1

p

g and x = fT

k

sp

g ve
tors by �nding the 
oeÆ
ients of a �rst degree polynomial

p(x) that �ts the data p(x) � y in the least squares sense

2

. The value of � is 18,5

and � is 323 for the PL25 sequen
e (see Figure 3.8).

Figure 3.12: Deterministi
 model for the en
apsulation of a video frame

The state ma
hine reads a sequen
e of fN

f

; T

if

g pairs as input. Figure 3.12 depi
ts the


ow
hart of sending one frame with this state ma
hine. The parameters �, � and N

pmax

are 
onstant and 
an be set using the presented algorithm. N

p

, T

df

, T

sf

, T

sp

, and x are

lo
al variables of the state ma
hine whose value is 
omputed in runtime. The en
apsulation

model generates a 
ell interarrival time sequen
e, i.e. a syntheti
 traÆ
 stream.

2

Matlab uses the Vandermonde matrix for polynomial regression, but the method of regression is not


riti
al from the algorithms' point of view.
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3.4 Validation of the Hierar
hi
al Model

I have validated the proposed hierar
hi
al traÆ
 model in terms of estimating the maximum

queue length and the 
ell loss rate. The following tests have been performed on 27 measured

video sequen
es and the 
orresponding syntheti
 tra
es generated by my hierar
hi
al model.

3.4.1 Queue Length Estimation

I used the Leaky Bu
ket Algorithm for 
hara
terizing the queue length for the original and

syntheti
 traÆ
 tra
es. I use the metri
s and notation introdu
ed in Chapter 2. Results

are plotted for the PL25 and GT25 tra
es in Figures 3.13 and 3.14.

We 
an see in these �gures that my model very a

urately 
aptures the breaking points

as well as the slope of the LB 
urve. The peak-end of the LB 
urves are fully mat
hed,

while the LB distan
e is relatively high toward the mean-end. The latter represents the

s
ene level, whi
h was not targeted by my hierar
hi
al model.

Therefore my sour
e model 
an be used for repla
ing the real VBR traÆ
 sour
e and in

this way emulating the bu�er build up in the ATM swit
h.

3.4.2 Cell Loss Estimation

It was presented in Se
tion 2.5.4 that the LBA 
an be used for 
ell loss estimation. In order

to show the performan
e of bu�ering, the CPDF of queue length is presented for both the

PL25 traÆ
 tra
e and the model-generated traÆ
 in Figure 3.15.

This �gure shows that the tail of the CPDF is 
lose for the original and syntheti
 PL25

sequen
es in 
ase of di�erent servi
e rates. In other words, my model 
an reprodu
e the

CPDF of queue length 
urve of the investigated VBR video sour
es and thus it 
an be used

for 
ell loss estimation. Note, that these results 
on�rm that my model is able to 
apture

those 
hara
teristi
s of the traÆ
 whi
h are important from the queuing point of view. I

infer the general validity of this modeling te
hnique based on our study of a relatively large

number of video sequen
es and performan
e settings.

Is this Model Platform Dependent?

An interesting question is, whether the presented model building te
hnique is appli
able

for other multimedia platforms. One of the key issues in my modeling 
on
ept was that

di�erent burst levels in the traÆ
 
orrespond to di�erent stages of the traÆ
 generation

pro
ess within the sour
e host. Thus I 
onstru
ted a hierar
hi
al model that 
onsists of

three independent model stages for the en
oding, s
heduling and en
apsulation, respe
-

tively. I designed and parameterized these models based on the analysis of a parti
ular

multimedia platform. However, most of the 
ommon VBR en
oders, operating systems

and hardware/software 
omponents (
onstituting the proto
ols sta
k) in
uen
e the traÆ


generation pro
ess in a similar way.
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Figure 3.13: Leaky Bu
ket Analysis of the measured and syntheti
 PL25 traÆ
 tra
e (plot-

ted by solid and dashed lines, respe
tively)
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Figure 3.14: Leaky Bu
ket Analysis of the measured and syntheti
 GT25 traÆ
 tra
e (plot-

ted by solid and dashed lines, respe
tively)
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Therefore one 
an repeat the bla
k box analysis steps for the traÆ
 generated by the

new platform, and modify the en
oding, s
heduling and en
apsulation models a

ordingly.

For instan
e, the multimedia terminal had UDP/IP/ATM proto
ol sta
k for a set of the

traÆ
 tra
es, whi
h I have analyzed. Although the payload size of ATM 
ells (48 bytes)

di�ers from that of Ethernet pa
kets (1500 bytes), the 8192 bytes large Maximum Transfer

Units generated by the multimedia appli
ation [J1℄ have to be divided into several segments

in both 
ases. This a�e
ts probably only the N

p

, N

pmax

, � and � parameters of the

en
apsulation model, and the rest of my hierar
hi
al model does not need to be 
hanged.

Therefore I think that my model building te
hnique 
an be su

essfully adapted to

other 
oding s
hemes (e.g. M-JPEG or MPEG), other operating systems and other network

proto
ol sta
ks (e.g. IP over Ethernet).
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3.5 Summary

This 
hapter proposed a hierar
hi
al sour
e model based on the white box modeling 
on
ept.

This model 
an synthesize the traÆ
 of a VBR traÆ
 sour
e by imitating the operation of

VBR en
oding, pro
ess s
heduling and proto
ol en
apsulation in a multimedia workstation.

The main 
hara
teristi
s of the multimedia traÆ
 have been evaluated in Se
tion 3.2

by performing traÆ
 intensity analysis and silen
e period analysis on di�erent burst s
ales

ranging from 
ell level to s
ene level. This bla
k box analysis has emphasized that there

are four burst levels in the multimedia traÆ
 { s
ene, video frame, pa
ket and 
ell levels {,

whi
h appear periodi
ally in a regular manner. Another observation has been that, while

the s
ene and video frame level 
hara
teristi
s strongly depend on the video 
ontent, the

pa
ket and 
ell level 
hara
teristi
s (su
h as pa
ket size, pa
ket interarrival time, et
.) are

un
hanged. This se
tion also highlighted that the frame interarrival time varies and its

mean is determined by the video frame rate setting. Moreover, a linear relationship has

been found between the pa
ket silen
e period and the size of pa
ket generated after that

period.

The observations and numeri
al results of the bla
k box analysis have been extended

based on the knowledge of the multimedia terminal's internal operation resulting in a hi-

erar
hi
al model. This model 
onsists of three model stages a

ording to the terminal's

three independent traÆ
 generation pro
edures, i.e. en
oding, s
heduling and en
apsula-

tion. The video en
oding pro
edure has been modeled with a two-state Markov pro
ess,

while the s
heduling of appli
ation transfer units has been modeled with a simple Gaussian

pro
ess and a deterministi
 model has imitated the data en
apsulation in the proto
ol sta
k.

Apart from des
ribing the hierar
hi
al model, Se
tion 3.3 has also proposed algorithms for

setting the parameters of the three models based on a measured tra
e from the investigated

traÆ
 sour
e.

The model has been validated by LBA and 
ell loss analysis in Se
tion 3.4. The results

have shown that the queuing performan
e of original tra
es (in terms of maximum queue

length and estimated 
ell loss) is su

essfully reprodu
ed by the syntheti
 traÆ
 of our

model.

Appli
ations

A possible appli
ation of our model is to emulate the behavior of a parti
ular VBR sour
e

and reprodu
e its traÆ
. In this 
ase, the only variable input parameter of our model

is the fN

k

f

g sequen
e, whi
h represents the s
ene level 
hara
teristi
s of parti
ular video


ontent, while other parameters are �xed. Su
h emulated sour
es 
an be utilized in large

simulation or measurement s
enarios. Alternatively, one 
an determine the required ATM

traÆ
 
ontra
t parameters for a given sour
e, perform multiplexing analysis using real and

emulated sour
es, or predi
t 
ell loss rate using this model. Network dimensioning and

designing 
ontrol methods (e.g. Call Admission Control) are further appli
ations of this

model.
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Advantages

The main advantages of the proposed model building te
hnique 
ompared to previous mod-

els are the following:

� We map the results of bla
k box traÆ
 analysis to our knowledge of the traÆ
 gener-

ation pro
edure. This white box approa
h yields a model whi
h behavior is very 
lose

to that of the real sour
e.

� We present a relatively simple algorithm for traÆ
 generation where the parameters

of our model 
an be easily set based on measurements.

� The model targets to 
apture dire
tly the queuing behavior (i.e. leaky bu
ket 
urve,

queue length and 
ell loss) of the real sour
e. We avoid the 
omplexity due to �tting

di�erent statisti
al 
hara
teristi
s and investigating a rather 
omplex queuing model.

� We restri
ted the use of statisti
al assumptions about the traÆ
 and set our model pa-

rameters dire
tly from measurements. The modeling 
on
ept is veri�ed by 
omparing

queuing performan
e of the syntheti
 and 
aptured traÆ
 tra
es.

� The proposed white box model represents a good 
ompromise between sto
hasti


sour
e models and measurement-based sour
e emulation. Sto
hasti
 models are rela-

tively simple to parameterize, but the synthesized traÆ
 is very far from the original

and it usually 
aptures only the s
ene level 
hara
teristi
s. Measurements yield very

good a

ura
y, but they are too expensive and require the storage and play ba
k of a

huge amount of data.



Chapter 4

Resour
e Management for

Multimedia Servi
es

4.1 Introdu
tion

The previous 
hapters presented methods for 
hara
terizing the resour
e demand and de-

signing sour
e model for multimedia traÆ
. In this 
hapter I fo
us on the management of

network resour
es for multimedia servi
es.

The key issue in resour
e management is how to assign the proper amount of network

resour
es (su
h as bandwidth, bu�er, s
heduling priority, drop pre
eden
e, et
.) to the

traÆ
 streams in order to a
hieve the targeted quality of servi
e. This topi
 is addressed in

both the Internet and ATM 
ommunities; espe
ially in 
ase of multimedia appli
ations.

The usage of signaling proto
ols for reserving the resour
es before the beginning of data

transfer is widespread (see [13, 14, 36, 15, 16, 17, T5℄). One part of resour
e reservation

proto
ols, su
h as the Stream Proto
ol family (ST [62℄, ST-II [14℄ and ST2+ [63℄), sets up

permanent, \hard", reservation states in routers. Main drawba
ks of hard-state reservation

are the 
omplex failure re
overy and limited robustness [16℄. Other proto
ols use "soft

states" (e.g. the ReSerVation Proto
ol RSVP [57℄, or Dynami
 Reservation Proto
ol DRP

[16℄), whi
h are released if no refresh message arrives within a 
ertain period of time. Some

soft-state proto
ols are \lightweight" regarding the 
omplexity of allo
ation s
heme and

the design of proto
ol messages (e.g. YESSIR [17℄, Boomerang [C11, T5℄). In a further

reservation 
on
ept, known as Ti
ket proto
ol, the amount of already reserved resour
es is

estimated by 
ounting the refresh messages [18℄.

Reservation proto
ols 
an be di�erentiated based on their strategy for reservation setup

as well. Earlier s
hemes (su
h as CSS7 [78℄ and q.2931 [13℄) basi
ally assume that the desti-

nation terminal is always available, thus reservation shall be started in the network, hop by

hop. In spite of this sender-oriented approa
h, some newer reservation s
hemes (e.g. RSVP)

also 
onsider multi
ast sessions, where the destinations (or re
eivers) 
an gradually join to

61
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a reservation session. Re
eiver-oriented proto
ols also allow the destination host to de-

termine the resour
es for the reservation or reje
t it. From all these and many other IP

resour
e reservation proto
ols, only RSVP 
ould attra
t real industrial interest, although

the Integrated Servi
es (IntServ) ar
hite
ture [36℄ is not hardly 
oupled to RSVP and it


an 
ooperate with other me
hanisms as well [64, 65℄. A 
ommon property of these reser-

vation proto
ols is that the amount of resour
es to be reserved is spe
i�ed in simple terms,

typi
ally with the peak bit rate or with the parameters of a leaky bu
ket (or token bu
ket)

[J3℄.

Another fundamental way of resour
e management is to assign resour
es to the traÆ


during the forwarding of pa
kets instead of preliminary reservation. The Di�erentiated

Servi
es (Di�Serv) ar
hite
ture [69℄ of the Internet Engineering Task For
e (IETF) des
ribes

the basi
 
on
ept. While the IntServ ar
hite
ture provisions resour
es per hop and per

end-to-end traÆ
 
ow, the traÆ
 is ordered into a few traÆ
 
lasses (
alled Behaviour

Aggregate) in Di�Serv, whi
h traÆ
 
lasses have pre-established resour
es per network

domain. Instead of expli
it signaling, the QoS demand is marked in the pa
ket header [70℄.

There are several extension proposed to this basi
 
on
ept. Some of them would extend the

s
ope and interpretation of the marking [19, 20, 21℄, others would 
ombine signaling and

Di�Serv [64℄ or propose an overlay ar
hite
ture that dynami
ally provisions the resour
es for

the traÆ
 
lasses using a 
entralized resour
e manager (often 
alled ora
le or Bandwidth

Broker [31℄). This latter approa
h is similar to other methods of separating the servi
e

management and data forwarding layers, espe
ially in 
ase of distributedmultimedia servi
es

[55, 54, J3, C16℄.

The 
riti
al issue is to determine the s
ope and s
alability of these alternatives, and it

requires a performan
e evaluation framework. I des
ribe a network s
enario and summarize

traditional and new performan
e metri
s for su
h a framework in Se
tion 4.2. I evaluate

and 
ompare the performan
e of di�erent signaling and 
entralized resour
e reservation

s
hemes in Se
tion 4.3. Finally, I analyze the servi
e spe
i�
 information and identify

additional parameters { namely the downgrade ve
tor and the preferen
e fun
tion { for the

reservation proto
ol, whi
h parameters 
an enhan
e the eÆ
ien
y of resour
e reservation

and evaluate di�erent s
hemes that utilize su
h information in 4.4.

4.2 Performan
e Evaluation Framework

4.2.1 Network S
enario

I 
onsider a network of N nodes in whi
h host A initiates I resour
e (bandwidth) reservation

sessions toward host B on a �xed route (see 4.1). Moreover, ea
h node handles ba
kground

reservation messages originated from x ba
kground hosts. The ba
kground requests have

a di�erent route than N1-NN and ea
h group of ba
kground sour
es loads only one node.

Furthermore, ba
kground requests 
an not be downgraded only blo
ked.

I distinguish two traÆ
 
lasses, namely reservations are performed for Premium traÆ
,
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while no reservation is made for Best E�ort traÆ
. The network nodes and host B 
an also

produ
e signaling messages as a 
onsequen
e of re
eiving a message. A node may handle

several atomi
 messages regarding the same session. Thus I introdu
e the k = 1; 2; : : : ;K

n;i

index that spe
i�es the sequen
e number of a message on node n for session i. Although

the atomi
 message primitives 
an have many di�erent interpretation (e.g. reserve, probe,

release, renegotiate) ea
h of these 
an be des
ribed with a parameter triple:

fb

n;i

k

;�

n;i

k

;�

n;i

k

g b

n;i

k

2 f1; 2; : : : ; b

max

g; �

n;i

k

; �

n;i

k

2 R

+

(4.1)

i = 1; 2; : : : ; I

n = 0; 1; : : : ; N+1;

where b

n;i

k

denotes the reserved bandwidth at node n after pro
essing the message regarding

the reservation session i; �

n;i

k

is the arriving time and �

n;i

k

is the departure time of the

message (see Figure 4.1). The maximum bandwidth, i.e. the full link rate is denoted by

b

max

. Messages from Host A and Host B are indexed with n = 0 and n = N+1, respe
tively.

1 N
b

0,i

x background sources per node

Host BHost A

32

b
3,i

b
N,i

N-1

t=a
3,i

t=s
3,i

Figure 4.1: The investigated network s
enario

I assume downgrading, i.e. that the amount of demanded bandwidth is gradually de-


reased during the negotiation pro
ess in a reservation session, therefore subsequent signal-

ing messages request less and less:

b

n;i

k

> b

n;i

l

8 k < l; k; l = 1; 2; : : : ;K

n;i

: (4.2)

The nodes have a �x message handling time denoted by t

n

k

(n = 1; 2; : : : ; N). Peak rate

allo
ation is assumed in network nodes with no priority s
heduling. Message handling time

for host A and host B are denoted by t

0

k

and t

N+1

k

, respe
tively. The propagation delay

of messages is negle
ted. Peak rate allo
ation is assumed in the nodes with no priority

s
heduling. Both the foreground and ba
kground sour
es generate requests a

ording to a

Poisson pro
ess with arrival rate � and mean holding time �. Poisson arrival and exponen-

tially distributed servi
e time has been shown to be reasonable approximation for measured
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telephony traÆ
 and this assumption has been used both for modeling personal 
ommu-

ni
ation servi
es [58, 59, 52℄ and integrated voi
e, video and data 
alls [60, 53℄. There is

only one requested network resour
e, namely the required bandwidth (i.e. Peak Cell Rate)


onsidered in this simpli�ed s
enario and the others, su
h as bu�er size and number of ports

in swit
hing elements are negle
ted.

4.2.2 Performan
e Metri
s

This se
tion introdu
es performan
e metri
s for ben
hmarking resour
e reservation pro-

to
ols using the presented notations. On one hand, the lo
al impa
t of signaling 
an be


hara
terized using per hop performan
e metri
s. On the other hand, per reservation per-

forman
e metri
s 
an 
hara
terize the entire resour
e reservation setup pro
ess.

Per Hop Performan
e Metri
s

Pro
essing signaling messages loads the router. This e�e
t 
an be quanti�ed by di�erent per

hop performan
e metri
s, su
h as (i) the message handling time, (ii) the memory 
onsump-

tion of the signaling message or (iii) the number of 
ode lines in the 
orresponding handler

software [32℄. The per hop message handling time 
an be expressed using the arrival and

departure time of a message to/from the router. Using the aforementioned notation the

average message handling time is:

t

n

k

=

1

I

I

X

i=1

(�

n;i

k

� �

n;i

k

); n = 1; 2; : : : ; N ; k = 1; 2; : : : ;K

n;i

: (4.3)

Extending the list of per hop performan
e metri
s, I propose the Signaling Intensity

metri
 for quantifying the impa
t of the reservation proto
ol on the signaling handling

node:

J

n

=

1

I

I

X

i=1

K

n;i

; n = 1; 2; : : : ; N: (4.4)

The signaling intensity gives the total amount of signaling messages handled by a node

divided by the total number of reservation sessions. Although Signaling Intensity is more

a design issue that puts requirement on the router's 
ontrol plane performan
e, it also has

some impa
t on reservation setup time. The unique feature of this metri
 is, that it takes

the number of atomi
 messages per reservation trial (i.e. K

n;i

) into a

ount, and in this way


hara
terizes the e�e
tiveness of the proto
ol.

Apart from load, it is important to quantify the greediness of the reservation algorithm,

be
ause it has an indire
t impa
t on the Best E�ort traÆ
. In parti
ular, the router may

reje
t (drop or delay) traÆ
 from the Best E�ort 
lass, if there is a temporary reservation

for Premium traÆ
. If this reservation is partially released at a later stage, the dropping

of Best E�ort traÆ
 was exaggerated. I propose the Over-Provisioning Fa
tor, or for short
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the OPF, for 
hara
terizing the impa
t of the greediness of reservation proto
ol on the

Best E�ort traÆ
. The OPF gives the amount of ex
ess resour
es, whi
h are allo
ated and

later released (e.g. due to the la
k of resour
es on subsequent nodes) before the end of the

reservation session:

O

n

=

1

I

I

X

i=1

O

n;i

=

1

I

I

X

i=1

K

n;i

�2

X

k=1

(b

n;i

k

� b

n;i

k+1

)(�

n;i

k+1

� �

n;i

k

); n = 1; 2; : : : ; N: (4.5)

The OPF also des
ribes how 
ompetitive is the resour
e reservation pro
ess in the Pre-

mium 
lass. The more greedy a reservation s
heme is, the less 
han
e other request have

for being a

epted by a spe
i�
 network node. The main di�eren
e between the message

handling time t

n

k

and OPF metri
s is, that the former 
hara
terizes the 
apabilities of a

single node independently from the network load, while the latter des
ribes the intera
tion

of a reservation s
heme and the resour
es in a node in 
ase of a 
ertain load situation.

The OPF provides more information, be
ause it 
onsiders the timing and resour
e aspe
ts

together.

Per Reservation Metri
s

Traditional per reservation metri
s are (i) the blo
king probability, (ii) the reservation setup

time, (iii) the signaling overhead, (iv) the number of reservation trials and (v) di�erent

fairness metri
s. These metri
s are of di�erent signi�
an
e in relation to overall network

performan
e and user satisfa
tion. Blo
king probability and reservation setup time are the

most important, basi
 metri
s of signaling performan
e [58℄. A longer reservation setup time

or higher probability of blo
king is less a

eptable from the user's perspe
tive. Although

these fa
tors are determined by the network load, a more e�e
tive reservation proto
ol

(e.g. whi
h works faster) results less blo
king probability [C9℄.

The reservation setup time quanti�es the time that host A shall wait between issuing a

request and re
eiving the 
orresponding a
knowledgement from host B:

T

i

= �

0;i

K

0;i

� �

0;i

0

: (4.6)

Signaling overhead quanti�es the bandwidth, whi
h is taken by signaling messages from

the data traÆ
. It is a 
ommon belief that this fa
tor is 
riti
al, but our results disprove it

[C11, C10℄. Although the size of subsequent signaling messages may di�er, higher signaling

intensity results larger signaling overhead. In spite of the previous metri
s, the number

of reservation trials and fairness metri
s 
an dire
tly 
hara
terize the e�e
tiveness of the

resour
e reservation proto
ol. The average number of reservation trials 
an be given as:

L =

1

I

I

X

i=1

K

0;i

: (4.7)

By 
omparing this expression with (4.4), it is noti
eable that L 
an be 
onsidered as the

signaling intensity for host A. As a 
onsequen
e, it do not 
hara
terize the load on network

nodes unlike J

n

.
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Based on my new per hop metri
s, I propose the Over-Provisioning Balan
e whi
h


hara
terizes how mu
h the over-provisioning fa
tor depends on the topologi
al lo
ation of

a node:

�

O

= max

1�n�N

�

�

�

�

�

O

n

�

1

N

P

n

O

n

1

N

P

n

O

n

�

�

�

�

�

: (4.8)

This is a maximum, relative error type of metri
 whi
h equals to zero in the best 
ase.

Similarly, I propose the Signaling Intensity Balan
e for 
hara
terizing how mu
h dependent

the signaling intensity is on the topologi
al lo
ation of a node:

�

J

= max

1�n�N

�

�

�

�

�

J

n

�

1

N
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n

J

n

1

N
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n
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�

�

�
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: (4.9)

4.2.3 Appli
ation

Pudding's probe is eating. Thus I have applied the proposed performan
e metri
s for

analyzing di�erent resour
e reservation s
hemes in both a simulation system and laboratory

measurements. [J3, J2, C14, C11, C10, C9, C8℄

The results presented in this 
hapter are based on performan
e studies using a dis
rete

event simulator [T3℄ and an OPNET simulation module [72℄ that emulates the ne
essary

signaling and resour
e 
ontention in a multi-rate network environment. Numeri
al results

were generated for the aforementioned network s
enario. The 
on�den
e level of ea
h sim-

ulation run was set a

ording to model I =100,000 to 1,000,000 foreground reservation

sessions. Moreover, we have measured and 
al
ulated some of these metri
s on a test net-

work 
onsisting of Linux based router prototypes and real router produ
ts [C10, C8℄.

During these tests I found that the over-provisioning fa
tor is a proper performan
e

metri
s for 
apturing the lo
al and topology dependent impa
t of reservation on Best E�ort

traÆ
 
lasses and that the signaling intensity 
an 
hara
terize the e�e
t of reservation

signaling on the network nodes. Some of my results are summarized in the following se
tions.

4.3 Resour
e Reservation S
hemes

The introdu
tion provided a summary of distributed and 
entralized resour
e management

te
hniques, the former based on signaling proto
ols and the latter based on a 
entral resour
e

manager. This se
tion analyzes these approa
hes on 
on
rete examples, and presents a new

allo
ation s
heme, whi
h aims for minimizing the Over-Provisioning Fa
tor.

4.3.1 Investigated S
hemes

I have de�ned a new resour
e reservation s
heme, 
alled Hybrid Allo
ation that aims for

minimizing the OPF. This s
heme is based on intelligent network nodes, whi
h 
an interpret
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a downgrade ve
tor

1

and send signaling messages both upstream and downstream in order to

immediately release the unne
essary resour
es. Furthermore, by keeping the basi
 features

of fundamental reservation te
hniques [13, 15, 31, C18℄ and modifying others, I have also

de�ned a sender-oriented and a re
eiver-oriented resour
e reservation s
heme, 
alled Forward

Allo
ation and Ba
kward Allo
ation, respe
tively [J3℄. The reservation strategy of these

s
hemes is the following:

� The Forward Allo
ation s
heme reserves network resour
es upstream, from host A to

host B. This 
orresponds to a sender-oriented approa
h, su
h as ITU Q.2931.

� In the Ba
kward Allo
ation s
heme, host A just informs host B about his resour
e

demand and than host B makes the resour
e reservation, downstream. This s
heme


an be attributed to re
eiver-oriented, like RSVP.

� In the Hybrid Allo
ation s
heme, ea
h node re
eives a reservation setup message from

a 
entral node. This strategy is somewhat similar to 
entralized s
hemes, su
h as the

SIGNE [C16℄ or Bandwidth Broker 
on
ept [31℄.

Forward Allo
ation

In 
ase of Forward Allo
ation the proto
ol tries to grab the resour
es in the network before

rea
hing the destination host:

1. Host A generates a bandwidth request and sends it into the network.

2. Ea
h network node allo
ates the requested bandwidth if it is available. If only less

bandwidth is available, it reserves that amount and downgrades the request to this

new value. Therefore the downgrading is independent from the downgrade ve
tor (see

Se
tion 4.3.2).

3. When the request message arrives to host B, it 
he
ks whether the implied bandwidth

level is meaningful for the appli
ation and downgrades it a

ording to the downgrade

ve
tor if ne
essary. If the bandwidth request is downgraded to zero, the reservation

setup is failed. If not, then the terminal resour
es are allo
ated in host B.

4. Host B sends ba
k a 
on�rmation message into the network in order to 
on�rm the

reserved resour
es for the session and to release the extra bandwidth allo
ations along

the link.

5. When this message rea
hes the host A, the reservation setup is �nished and the

appli
ation 
an be started.

1

I de�ne the downgrade ve
tor in Se
tion 4.3.2.
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Ba
kward Allo
ation

In spite of the previous s
heme, host B is 
onsidered as the most 
riti
al resour
e of the

teleservi
e. Moreover, and very simple nodes are assumed whi
h are not able to downgrade

a request (like in RSVP).

1. Host A sends an informative request message to host B asking for the reservation of

guaranteed servi
e.

2. The nodes forward the message without making reservation and host B 
he
ks and

allo
ates its available terminal resour
es. It sele
ts a quality level a

ording to its

allo
ated terminal resour
es and generates a reservation request based on that.

3. The network nodes try to allo
ate the requested bandwidth. If all nodes along the

path 
an allo
ate it and the message rea
hes host A, the reservation is set up and the

appli
ation 
an be started. However, if the available bandwidth on any node is less

than the requested, that node sends ba
k a reje
t message to host B.

4. Host B downgrades the request a

ording to the downgrade ve
tor, releases the extra

terminal resour
es and sends a new, downgraded request. The pro
edure goes on

from step 3 until the reservation is established or failed (i.e. the requested bandwidth

rea
hes zero).

Hybrid Allo
ation

The aim of this allo
ation s
heme is to minimize the over-provisioning fa
tor in the network

and equalize the signaling intensity among the nodes. Thus intelligent network nodes are as-

sumed, whi
h 
an interpret a downgrade ve
tor and send signaling messages both upstream

and downstream, in order to immediately release the unne
essary resour
es. Another di�er-

en
e to the previous s
hemes is that a Central Resour
e Manager (CRM) is involved in the

reservation setup, whi
h has information about the teleservi
e

2

. In this simpli�ed s
enario,

this servi
e-spe
i�
 information is equivalent to the downgrade ve
tor.

1. Firstly, host A sends a session request to CRM using an appli
ation-layer signaling

proto
ol.

2. The CRM 
he
ks the poli
y and 
al
ulates the downgrade ve
tor whi
h will be sent

to the �rst node (N1).

3. The nodes 
he
k their resour
es and allo
ate the requested bandwidth if it is avail-

able. If not, they downgrade the request a

ording to the ve
tor; forward the new,

downgraded request to the next node and simultaneously send ba
k a release message

for the extra reserved bandwidth to the previous nodes.

2

Apart from the Bandwidth Broker 
on
ept, the idea of 
entral resour
e manager is re
e
ted in the Poli
y

Based Networking framework [71℄ where the servi
e spe
i�
 information is expressed in a poli
y.
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4. When the last node (NN) is ready with the reservation, it informs the CRM about

the �nal bandwidth value. The CRM 
he
ks the resulted session using the poli
y

information and it sends an appli
ation-layer message to both host A and host B.

5. When this message rea
hes the hosts, the reservation setup is �nished and the appli-


ation 
an be started.

It is apparent that the proposed Hybrid allo
ation s
heme requires more 
omplex net-

work nodes. However, the numeri
al results will show that it yields more e
onomi
 usage

of the link 
apa
ity.

4.3.2 Numeri
al Results

I have 
ompared the performan
e of these s
hemes using the aforementioned performan
e

framework and network s
enario [J3℄. This se
tion summarizes the main results.

Movie on Demand Servi
e

In [J3℄ I des
ribe a simple Movie on Demand servi
e and a 
entral resour
e management

system, 
alled SIGNE. In order to avoid the repli
ation of that work, I summarize here only

the main parameters that I used in the simulation study (see Table 4.1).

Table 4.1: Parameters for the movie on demand servi
e

Parameter
Notion Value Comment

link rate
b

max

155.2 Mbps

number of foreground sessions
I 10

6

{ 10

7

number of nodes
N 10

signaling handling time for hosts
t

0

; t

N+1

100 ms

signaling handling time for nodes
t

n

10 ms n = 1; 2; : : : ; 10

reservation arrival rate
� 0:001

1

s

Poisson pro
ess

reservation holding time

1

�

100 s Poisson pro
ess

The mapping between user quality settings and the resour
e demand is des
ribed in

Se
tion 4.4. Here is only the downgrade ve
tor is given that spe
i�es the dis
rete levels of

teleservi
e resour
es (i.e. bandwidth in this 
ase) whi
h are meaningful for the appli
ation:

d = [248 244 242 241 104 100 98 97 68 64 62 61 32 28 26 25℄ � 64 kbps: (4.10)
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Reservation Setup Time

The reservation setup time depends on the allo
ation s
heme. It is a 
onstant value for

Forward and Hybrid Allo
ations:

T

i

= t

N+1;i

+ 2

10

X

n=1

t

n;i

= 300 ms; (4.11)

while it is 
hanging for the Ba
kward s
heme proportionally to the network load. It is well

pronoun
ed in Figure 4.2, that the mean reservation setup time equals to that of the other

s
hemes for moderate network load (x = 50), while a mu
h longer time (up to fa
tor four) is

required in 
ase of heavy 
ongestion (x � 500), due to the repeated trials of the Ba
kward

s
heme. The probability mass fun
tion of the reservation setup time is also depi
ted in

four plots. The probability mass disperses as the 
ongestion in
reases. There are dis
rete

time values whi
h o

ur more than others, a

ording to the basi
 time parameters of the

simulation model (su
h as swit
hing time of 10 ms, terminal response time of 100 ms, et
.).
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Figure 4.2: Probability mass fun
tion of reservation setup time for Ba
kward Allo
ation

Blo
king Probability of Foreground Sour
es

The blo
king probability is 
al
ulated for di�erent load situations, i.e. di�erent number of

ba
kground sour
es 
onne
ted to ea
h node. I de�ned blo
king probability in this 
ase as the

ratio of 
ompletely unsu

essful reservations and sum of reservation trials. Sin
e resour
e

requests 
an be downgraded, reservations may be partially unsu

essful. By taking the

amount of requested and resulted resour
e into a

ount, further performan
e metri
s 
ould

be de�ned (e.g. user satisfa
tion), whi
h are somewhat similar to blo
king probability.
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Three network load regions 
an be di�erentiated in Figure 4.3; the regions of small,

medium and large 
ongestion. The blo
king probability of the requests of foreground sour
e

is pra
ti
ally the same in 
ase of Forward and Hybrid Allo
ation s
hemes in ea
h region.

The Ba
kward Allo
ation performs worse in the region of small 
ongestion (0 < x < 90),

but it has better results than the other two allo
ation s
hemes in 
ase of medium 
ongestion

level (90 < x < 200) and ea
h 
urves 
oin
ide in the large 
ongestion region (x > 200).

Sin
e a blo
king level larger than 1% is hardly a

eptable by quality oriented appli
ations

and ea
h s
heme has a larger probability of blo
king in the se
ond and third regions, one


ould 
on
lude that the Forward and Hybrid s
hemes are somewhat better in the important


ases.
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Figure 4.3: Blo
king probability of the foreground sour
e vs. the number of ba
kground

sour
es

Blo
king Probability of Ba
kground Sour
es

Ea
h ba
kground sour
e generates reservation requests for its node in an independent man-

ner. Therefore the average blo
king probability of ba
kground requests 
onne
ted to the

same node is evaluated in 
ase of every node and di�erent 
ongestion situations. Results

for the �rst and last nodes (N1, N10) are depi
ted in Figure 4.4. There is no noti
eable

di�eren
e between the blo
king 
hara
teristi
s ex
ept the region of small 
ongestion. The

Forward and Hybrid allo
ation s
hemes performs very similarly, sin
e both method down-

grades the request a

ording to the downgrade ve
tor (although downgrading takes pla
e

in the destination terminal or in the network nodes, respe
tively). Interesting is the phe-

nomena, that the Ba
kward s
heme has better results on the �rst node (N1) while higher

blo
king probabilities on the last node (N10). The explanation is that the foreground sour
e

loads the network nodes with atomi
 signaling messages in an unbalan
ed way in 
ase of
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Ba
kward allo
ation. The nodes 
loser to the destination terminal should pro
ess mu
h

more messages than the �rst nodes due to the iterative allo
ation s
heme, i.e. this is a lo
a-

tion biased proto
ol using the terms presented in [61℄. The over-provisioning and signaling

intensity balan
e metri
s also highlight this lo
ation bias (see later). The general 
on
lusion

regarding the results of blo
king probability is that the three s
hemes have a very similar

performan
e.
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Figure 4.4: Blo
king probability of ba
kground sour
es vs. the network load

Over-Provisioning Fa
tor

In Figure 4.5, the OPF is drawn for the se
ond and eighth node as a fun
tion of the

network load. The pra
ti
al interpretation of this graph is, how mu
h amount of data 
ould

have been transferred through the network in an optimal 
ase, if the greedy reservation

proto
ol would have not blo
ked some resour
es. One 
ould see previously, that the �rst

and last nodes are spe
ial either form the Ba
kward or the Hybrid Allo
ation's point of

view. The Ba
kward approa
h does not allow downgrading in the nodes, thus there is no

over-provisioning on node N1. This lo
ation bias is the reason for taking N2 and N9 instead

of the edge nodes. Although the 
urves get 
loser to ea
h other in the large 
ongestion

region (x > 200), the Ba
kward Allo
ation has 
learly the worst and the Hybrid allo
ation

has the best results. The de
lination above x = 100 ba
kground nodes 
an be explained

by saturation in the network. It is well expressed by this �gure, that the Hybrid s
heme


an use the knowledge of the downgrade ve
tor very well (i.e. the CRM 
an provide useful

information for reservation) and the immediate release messages yield less over-provisioning.

The lo
ation bias of the proto
ols 
an be 
hara
terized using the over-provisioning bal-

an
e �

O

metri
. Table 4.2 presents the mean OPF (i.e. hO

n

i =

1

N

P

n

O

n

) and �

O

for two
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Figure 4.5: Average over-provisioning as a fun
tion of ba
kground sour
e number

Table 4.2: Mean OPF and over-provisioning balan
e

Over-Provisioning

S
heme x=100 x=1000

hO

n

i �

O

hO

n

i �

O

Forward 11.790 0.613 15.721 1.288

Ba
kward 157.035 0.043 42.356 0.270

Hybrid 1.950 1.327 1.499 2.033

load 
ases. Although the Hybrid s
heme yields the least mean OPF in both 
ases, �

O

in-

di
ates the largest lo
ation bias for this s
heme. These metri
s show the opposite for the

Ba
kward Allo
ation, whi
h has very big hO

n

i, but in a balan
ed manner.

Signaling Intensity

Sin
e the signaling intensity is also dependent on the node's position in the network, re-

sults are depi
ted for the two edge nodes (N1, N10) in Figure 4.6. In 
ase of the �rst

node (N1), the number of signaling messages is the highest for the Hybrid s
heme, but

only in the medium 
ongestion region (90 < x < 200), and ea
h 
urve de
lines in 
ase of

high 
ongestion. The reason of former observation is that the number and frequen
y of

downgrading and reallo
ation a
tions in
reases when the load is higher in 
ase of Hybrid

Allo
ation, sin
e the �rst node should pro
ess every reallo
ation message 
oming from the

upper nodes besides the three basi
 messages (reserve, allo
ate and release). The latter

phenomena is 
aused by the higher number of reje
ted reservation requests (i.e. shorter

setup pro
edures) in 
ase of higher 
ongestion. In spite of the above plot, the Forward and

Hybrid s
hemes result exa
tly the same 
hara
teristi
s for the last node (N10), while the
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Figure 4.6: Average signaling intensity as a fun
tion of network load

Ba
kward 
urve has a jump in the medium 
ongestion region. This observation underlines

the aforementioned fa
t, that the Ba
kward allo
ation 
auses a very unbalan
ed load for

the nodes from the point of view of blo
king probability and signaling intensity. Although

the Hybrid allo
ation requires somewhat more pro
essing of atomi
 signaling messages in


ase of the �rst node, this di�eren
e is very moderate.

Table 4.3: Mean signaling intensity and signaling intensity balan
e

Signaling Intensity

S
heme x=100 x=1000

hJ

n

i �

J

hJ

n

i �

J

Forward 2.976 0 2.080 0

Ba
kward 3.786 0.162 7.675 1.246

Hybrid 3.038 0.022 2.312 0.211

I have 
al
ulated the mean signaling intensity hJ

n

i =

1

N

P

n

J

n

and the signaling inten-

sity balan
e �

J

for two load 
ases with x = 100 and x = 1000 a
tive ba
kground sour
es.

The results in Table 4.3 show that the Forward Allo
ation performs the best from this point

of view. It loads the nodes in an absolutely balan
ed way and it requires the least number

of atomi
 messages for a su

essful reservation (noti
e that J

n

= 2 is the optimum with

that s
heme). The Ba
kward s
heme has the worst performan
e, with the largest lo
ation

bias and almost 8 messages per su

essful reservation for x = 1000 . This latter result 
an

be explained by the in
reasing number of retries in 
ase of high blo
king.
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4.3.3 Con
lusions

Let us summarize the main results of this investigation, using the Forward Allo
ation s
heme

as baseline and 
omparing the performan
e of the other two s
hemes to that.

The Ba
kward Allo
ation s
heme has the same mean reservation setup time in 
ase

of small network load, but it requires three-four times longer setup time in 
ase of large


ongestion. Moreover, the reservation setup time is not a �xed value, but it disperses

a

ording to the message handling time and topology of network nodes. The blo
king

probability of both foreground and ba
kground reservation requests is pra
ti
ally the same

for the Forward and Ba
kward s
hemes. The Ba
kward Allo
ation yields somewhat less

blo
king on the nodes 
lose to host A, and more blo
king on nodes 
lose to host B. This

s
heme produ
es higher signaling intensity than the Forwarding Allo
ation s
heme. This

s
heme is the least lo
ation biased a

ording to the over-provisioning balan
e metri
, while

the most lo
ation biased from the signaling intensity's point of view.

The Hybrid Allo
ation s
heme has the same, �x reservation setup time as the For-

ward Allo
ation. Moreover, it results very similar blo
king probability than the Forward

s
heme for both foreground and ba
kground reservation requests, in a balan
ed manner.

It performs better regarding the over-provisioning fa
tor and signaling intensity, but the

over-provisioning and signaling intensity balan
e metri
s are somewhat worse for the Hy-

brid Allo
ation s
heme than for the Forward Allo
ation. On the other hand, if we 
ompare

the operation of these allo
ation s
hemes, it is obvious that the Hybrid s
heme uses a more


ompli
ated proto
ol than the other two, and it requires a 
entral resour
e manager and

more intelligent network nodes. This approa
h tries to meet a trade-o� between 
omplexity

and over-provisioning. The 
entralized resour
e management promotes optimization, whi
h

requires many iteration to a
hieve in the other 
ases.

Therefore the Hybrid Allo
ation has a
hieved its goal, be
ause it yielded the least over-

provisioning fa
tor in the network produ
ing a relatively low signaling intensity. This se
tion

has also illustrated that the OPF and signaling intensity metri
s are useful, be
ause they

provide di�erent information than the reservation setup time and blo
king probability.

The proposed Hybrid allo
ation s
heme yields more e
onomi
 usage of the link 
apa
ity,

but it requires more 
omplex network nodes. Therefore the primary appli
ation of su
h a

s
heme 
an be in network-bottlene
ks (e.g. wireless a

ess network), where the bandwidth

is more a s
ar
e resour
e than the pro
essing 
apa
ity.

4.4 Extensions Using Servi
e Spe
i�
 Information

This se
tion investigates an intelligent allo
ation approa
h that utilizes the knowledge of

multimedia appli
ation and user behavior for signaling based resour
e reservation.

First the servi
e spe
i�
 information is analyzed and a mapping is de�ned for expressing

the demanded network resour
es as a fun
tion of the quality parameters of the appli
a-

tion. Based on this mapping, di�erent resour
e allo
ation s
hemes are proposed in whi
h

the signaling message 
arries servi
e spe
i�
 information, su
h as preferen
e fun
tion and
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Table 4.4: Quality parameters and levels of video

Video

Quality Parameter Resolution [Pixels℄ Frame Rate [fps℄

Level \Small" \Large" \Slow" \Qui
k"

Value 192x144 384x288 10 25

Table 4.5: Quality parameters and levels of audio

Audio

Quality Parameter Audio Channel Sampling Rate [kHz℄

Level \Mono" \Stereo" \Low" \High"

Value 1 2 24 48

downgrade ve
tor.

The performan
e of these s
hemes is evaluated and bene�ts are highlighted in terms of

reservation setup time, blo
king probability, over-provisioning and signaling intensity based

on simulation study [C14, J2℄.

4.4.1 Resour
e Ve
tor of the Multimedia Appli
ation

Multimedia appli
ations usually have several parameters, whi
h in
uen
e the amount of

network resour
es they require for the targeted QoS. For instan
e, by altering video 
oding

parameters of a s
alable MPEG appli
ation, its bandwidth requirement s
ales from 2.7,

3.085, 3.6, 4.32, 5.4, 7.2 up to 10.8 Mbps in dis
rete steps [56℄. For des
ribing a general


ase, let us denote the ith independent quality parameter of the appli
ation by q

i

; the

number of independent parameters by N and the number of quality levels ea
h parameter


an take by N

Q

i

, i.e.,

q

i

2 Q

i

= fq

i;1

; : : : ; q

i;N

Q

i

g; i = 1; : : : ; N: (4.12)

As an illustration, let us 
onsider a video-phone servi
e that has two media, video and

audio, both having two independent quality parameters, su
h as resolution, frame rate, num-

ber of audio 
hannels, and sampling rate (see Table 4.4, 4.5).

Denote K the number of independent network resour
e types (e.g. bandwidth, token

bu
ket size, route, priority, ...) that appli
ations are 
ompeting for. Let us also de�ne a

mapping fun
tion between the quality parameters and the network resour
e types (R) in

the following way:

r

j

2 R

j

:= R

j

fQ

1

�Q

2

� : : :�Q

N

g; j = 1; : : : ;K; (4.13)
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Table 4.6: Mapping between quality settings and resour
e set of video-phone servi
e

User Quality User Quality Levels for Audio

Levels for Video low sampling rate high sampling rate

mono stereo mono stereo

small size

simple frame rate 25 26 28 32

small size

double frame rate 61 62 64 68

large size

simple frame rate 97 98 100 104

large size

double frame rate 241 242 244 248

where r

j

is the value of the jth network resour
e type and R

j

denotes the resour
e set

whi
h 
ontains the possible resour
e values that the appli
ation may take from the jth

resour
e type in 
ase of di�erent quality settings. The number of elements in ea
h R

j

is

at most L =

Q

N

i=1

N

Q

i

, but it is mu
h less in pra
ti
al 
ases, be
ause R

j

does not de�ne

a one-to-one mapping and several 
ombinations of the N parameters may result the same

resour
e requirement, i.e. the same value.

The elements 
an be sorted in des
ending order yielding K resour
e ve
tors:

r

k

= [r

k;1

; r

k;2

; : : : ; r

k;L

℄; r

k;i

� r

k;j

() i < j; (4.14)

i; j = 1; 2; : : : ; L;

k = 1; 2; : : : ;K:

In the previous example, the 
ombinations of the two parameters and values yield four

dis
rete quality levels for both media, whi
h levels require di�erent amount of network re-

sour
es from the bearer network. These requirements are summed and given in the resour
e

ve
tor. The peak 
ell rate demand for ea
h quality settings 
an be determined from Ta-

ble 4.4-4.5, and are shown in Table 4.6.

Although these 
al
ulations are very simple, the resultant bandwidth requirements are in

the range of a real audio and a 
oded video 
hannel [51, C5℄. Instead of a single peak, mean

or minimum 
ell or bit rate (whi
h are 
ommonly used in standards), a set of bandwidth

values are given whi
h the appli
ation 
an exa
tly use for data transport. But are these

values equally preferred by the servi
e user?

4.4.2 Preferen
e Fun
tion of the User

The r

k

resour
e ve
tors represent one type of spe
ial servi
e spe
i�
 information, whi
h

is determined based on the 
apabilities of the multimedia appli
ation. Apart from this,

another type of servi
e spe
i�
 information 
an be retrieved by 
onsidering how mu
h the
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user prefers the appli
ation's quality resulted by the di�erent parameter settings. This


an be expressed by a preferen
e index, i.e. a positive number whi
h is assigned to ea
h


ombinations of the quality parameters. These preferen
e values 
an be expressed by an N

dimensional ve
tor-s
alar fun
tion, 
alled preferen
e fun
tion:

p = P (q

1

; : : : ; q

N

) 2 f0; 1; : : : ; N

P

g; (4.15)

where N

P

denotes the maximum preferen
e index (e.g. 255).

One 
an assume in 
ase of a video-phone servi
e that users prefer the similar quality

settings for audio and video. It happens rather rarely that a user requests a high quality video


hannel with mono, low sampling rate audio or vi
e-versa. Thus the 16 quality settings given

in Table 4.6 are not equally pleasant to the users. We made a small Gallup poll among a

group of 
olleagues in order to determine the preferen
e fun
tion for the video-phone servi
e.

Results are given in Table 4.7.

Table 4.7: User's preferen
e values

Video Audio

worse bad good best

worse 4 2 2 1

bad 3 4 2 2

good 3 3 6 4

best 2 3 5 8

The goal of user's preferen
e fun
tion is three-fold in our 
ase; (i) reservations are

initiated with resour
e requests sele
ted from the available settings through the distribution

given by P , (ii) the user's de
ision is also emulated through P , if downgrading happens inside

the network and (iii) the network node determines the next downgrading step using P in

the most advan
ed allo
ation s
heme.

4.4.3 Downgrading the Reservation Request

Both types of the servi
e spe
i�
 information, i.e. the resour
e ve
tor and the user preferen
e

fun
tion, 
an be used for intelligent downgrading of reservation requests.

De
ision on Downgrading

A subset of the elements of the r

k

ve
tor 
an be ordered into a Downgrade Ve
tor d, that

spe
i�es the dis
rete resour
e downgrading steps that the appli
ation may require from the
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network, in a des
ending order:

d

k

= [d

k;1

; d

k;2

; : : : ; d

k;M

k

℄ d

k;i

2 R

k

(4.16)

i = 1; 2; : : : ;M

k

k = 1; 2; : : : ;K;

where M

k

denotes the number of elements in the downgrade ve
tor belonging to the kth

resour
e type. The d

k

downgrade ve
tor expresses information that network nodes shall


onsider during the reservation for the kth resour
e. The allo
ation of either more or less

resour
e than the quantities des
ribed in d

k;i

's is just a waste of resour
e.

Another way for optimizing resour
e reservation 
an be a
hieved by taking the preferen
e

fun
tion into a

ount. The main idea is that even if the network downgrades to those

quality levels that bear with rational quality settings for the appli
ation, the user does not

ne
essarily a

ept the established reservation, if that quality level is less preferred than

another. Therefore a weight shall be assigned to ea
h element of the downgrade ve
tor

using the P fun
tion:

w

k

= [w

k;1

; w

k;2

; : : : ; w

k;M

k

℄ w

k;i

= P (R

�1

k

fd

k;i

g) (4.17)

i = 1; 2; : : : ;M

k

k = 1; 2; : : : ;K:

If a request 
an not be admitted, the node 
onsiders both the downgrade ve
tor and the

preferen
e fun
tion for downgrading the request and sele
ts that element of the w

k

whose

weight is the largest.

Admission Control

The basi
 idea of our admission 
ontrol algorithm is to reje
t the in
oming reservation

request if the available bandwidth in the node is less than the smallest element of the d

ve
tor, otherwise a

ept it and allo
ate bandwidth a

ording to the largest element of the

d ve
tor that �ts into the available 
apa
ity. If the available bandwidth at the jth node

is denoted by f

j

, then the admission 
ontrol me
hanism applied at the jth node 
an be

expressed as follows:

f

j

< min

i

(d

i

) =) reje
t request (4.18)

9 d

i

� f

i

=) b

j

= max

i

fd

i

jd

i

� f

j

; i = 1; : : : ;Mg;

where b

j

denotes the bandwidth allo
ated on node j and I use the notion d

i

= d

k;i

be
ause

only one resour
e type, bandwidth is 
on
erned here. If downgrading happens, a reservation

tear message is sent ba
kward to the up-stream nodes in order to release ex
ess reservations

resulting from re
ent downgrading. The tear message is also propagated along the ba
kward

path.
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User Revision

The preferen
e fun
tion is also utilized for modeling the behaviour of the user. If down-

grading happens inside the network, the user will de
ide whether the quality level of the

established servi
e is still a

eptable or not. The preferen
e fun
tion 
an 
hara
terize this

de
ision, further referred as User Revision in this se
tion.

4.4.4 Resour
e Allo
ation S
hemes

This se
tion presents two resour
e allo
ation s
hemes that uses the downgrade ve
tor and

the preferen
e fun
tion in di�erent ways. These s
hemes are 
ompared to an ordinary

resour
e allo
ation s
heme, whi
h is a simpli�
ation of RSVP [57, 15, C11℄. For the sake

of fair 
omparison, I assume that admission 
ontrol (AC) takes pla
e in nodes and host A

initializes all reservation. Moreover, only one network resour
e is 
onsidered in the following,

namely the bandwidth. Others like swit
hing 
apa
ity and bu�er size are ex
luded from

the re
ent investigation.

Apart from the \baseline" allo
ation s
heme (type 0), two enhan
ed allo
ation s
hemes

are proposed. The �rst (type 1) uses only the downgrade ve
tor, while the se
ond (type 2)

utilizes the preferen
e fun
tion too, as servi
e spe
i�
 information. In spite of this prin
ipal

di�eren
e, the reservation request is pro
essed for both a

ording to the following rules:

(i) a reservation request is sent to the network with a downgrade ve
tor; (ii) in the nodes

along the path AC is performed as des
ribed previously; (iii) if downgrading happens, a

tear message is sent ba
kward along the path. The three basi
 allo
ation types are further

modi�ed by disabling the user revision fun
tion (type 0* and type 1*). The di�erent

allo
ation types are summarized in Table 4.8.

Allo
ation Type 0 This is the referen
e reservation model without any servi
e

spe
i�
 information for pro
essing reservations. The reservation request is laun
hed into the

network, and progresses forward until it �nds a bottlene
k link or rea
hes the destination. If

in a 
ertain node there is not enough available bandwidth, it stops the reservation message

and sends a tear message to the previous nodes for releasing the total requested bandwidth.

This tear message also 
ontains the bottlene
k bandwidth. Host A, re
eiving this tear

message either tries a downgraded request 
onsidering both the preferen
e fun
tion and the

bottlene
k 
apa
ity or 
onsiders the request to be blo
ked.

Allo
ation Type 0* This is a variant of Type 0, where the user always a

epts an

established reservation when it meets any of the elements of the downgrade ve
tor (i.e. user

revision is disabled).

Allo
ation Type 1 In this 
ase, after a reservation request has been laun
hed to the

network host A either gets a release message, that means the failure of the reservation re-

quest, or an a
knowledgment message with the reserved bandwidth. As downgrading 
ould

happen inside the network, the a
knowledged bandwidth expresses the e�e
tive reservation.
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Table 4.8: Resour
e allo
ation s
hemes

Allo
ation Type

Servi
e Spe
i�


Information

Downgrading in

the Network

User Revision

Type 0 No No Based on P

Type 0* No No No

Type 1 d Based on d Based on P

Type 1* d Based on d No

Type 2 d and P d and P No

Now the user - i.e. the preferen
e fun
tion in our 
ase - de
ides whether the a
knowledged

allo
ation is a

eptable or not. If no downgrading happened then the user a

epts the

established reservation with probability 1. However, in 
ase of downgrading, the user may

reje
t the reservation or 
hoose a more preferred resour
e setting a

ording to the prefer-

en
e fun
tion. In either 
ase, the ex
ess bandwidth reservation is released and the ne
essary

bandwidth is allo
ated for the appli
ation by issuing allo
ate and tear ex
ess

3

messages.

Allo
ation Type 1* This type is similar to Type 1 ex
ept that user revision is

disabled, i.e. any non-zero allo
ation is a

epted by the initiator user.

Allo
ation Type 2 In this 
ase, not only the downgrade ve
tor but also the pref-

eren
e fun
tion is in
luded in the reservation request message. Hen
e, the user behavior is

modeled within the network nodes, so user revision is not required.

4.4.5 Numeri
al Results

I used the generi
 performan
e evaluation framework and simulation s
enario that is de-

s
ribed in Se
tion 4.2 with the downgrade ve
tor and preferen
e fun
tion given in the

previous se
tions, in order to evaluate these allo
ation s
hemes. This se
tion summarizes

the main results of the simulation study [C14, J2℄.

Reservation Setup Time

Figure 4.7 shows the reservation setup time distribution for the type 0 s
heme. It always

starts from 300 ms, that is the minimum reservation setup time, and 
attens with the

in
reasing number of ba
kground sour
es. It is highly dependent on the a
tual network

load 
ontrary to the type 2 s
heme whi
h gives a 
onstant setup delay of 300 ms whatever

the network load is.

The mean reservation setup time of the �ve allo
ation s
hemes is presented in Figure 4.8.

Comparing type 0 to type 0*, a moderate improvement 
an be noti
ed, whi
h means that

3

note that the allo
ated bandwidth may be zero
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Figure 4.7: PMF of reservation setup time for type 0
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Figure 4.8: Mean reservation setup time for the �ve allo
ation types
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the free bandwidth determined by the random load situation in the network rarely mat
hes

the resour
e demand of quality settings preferred by the user. Due to downgrading in the

nodes, setting up a reservation takes always a �x time (if it su

esses) for type 1, type 1*

and type 2.

Setup Retries

The di�eren
e between the performan
e of type 0 and type 0* 
an be further stressed by

visualizing the number of reservation setup retries (Figure 4.9,4.10). It 
an be seen that

more retries are needed to make a su

essful reservation, if there is a higher network load.

Moreover, type 0* requires mu
h less retries for reservation setup than type 0. The reason

of this is that the user does not 
he
k the preferen
e fun
tion, but a

epts everything in


ase of type 0*.
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Figure 4.9: Reservation setup retries for (type 0)
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Figure 4.10: Reservation setup retries without user revision (type 0*)
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Call Blo
king Probability

In Figure 4.11 we show the foreground sour
e's blo
king probability as a fun
tion of the

number of ba
kground sour
es. It 
an be seen that the blo
king probability is an in
reasing

fun
tion of the number of ba
kground sour
es for ea
h type, and the 
urvatures are almost

identi
al. It is also shown, that the advantage of instant downgrade 
apability of type 1 and

type 2 does not really in
uen
e the blo
king probability, however it slightly remains below

the blo
king probability of type 0 in 
ase of large network load, while it is a little higher in


ase of small network load.

Over-Provisioning Fa
tor

Figure 4.12 shows the over-provisioning on node 2 and node 9 for allo
ation s
hemes type

0* and type 1*. It 
an be seen, that with the in
reasing number of reservation setup retries

(see Figure 7) the over-provisioning of the type 0* allo
ation in
reases. Moreover, the 
urve

of type 1* is always below of the type 0*. It means less waste of bandwidth whi
h 
ould

result in higher eÆ
ien
y in sharp situations. It is obvious that the worst 
ase node is the

�rst node next to host A, where the unne
essary reservations are kept longest. For node 8

{ 
lose to the destination {, the over-provisioning fa
tor straightens and is smaller with two

magnitude for both allo
ation s
hemes. This unbalan
ed way of loading the network nodes

is often 
alled lo
ation bias [J3℄.

Over-provisioning is also plotted for the allo
ation types in whi
h the host A revises the

a
knowledged bandwidth. Reservation types 1 and 2 resulted in smaller over-provisioning

than type 0, as it is pronoun
ed in Figure 4.13. It is interesting that type 2 
an utilize the

additional servi
e spe
i�
 information (i.e. the user preferen
e fun
tion) for sparing with

ex
ess bandwidth in 
ase of small ba
kground load (n < 200), while type 1 performs better

than type 2 in 
ase of more ba
kground 
alls. The over-provisioning on node 1 has the same

order of magnitude as in the previous 
ase.

Signaling Intensity

Figure 11 presents the signaling intensity on the �rst (N0) and last node (N9) in 
ase of type

0* and type 1*. Node 0 should handle more atomi
 signaling messages in 
ase of allo
ation

type 0, while this di�eren
e is very small on node 9. Allo
ation type 1 
auses less lo
ation

biased load regarding signal handling.

The same performan
e measure is plotted for the types implementing user revision

(Figure 4.15). Only a small improvement 
an be observed in 
ase of this variant of the

baseline allo
ation type (i.e. type 0). Type 2 has the smallest lo
ation bias and less intensive

signaling.

It is noti
eable, that the presented allo
ation s
hemes require signaling messages of

di�erent size, be
ause types 1 and 2 in
lude the Downgrade Ve
tor, type 2 the Preferen
e

Fun
tion too, but type 0 does not transfer servi
e spe
i�
 information. Thus the overhead

due to signaling is maximal for type 2 and minimal for type 0.
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Figure 4.11: Blo
king probability without user downgrade

100 200 500 1000
0

0.5

1

1.5

2
x 10

5

N
o

d
e

 N
2

Over-Provisioning Factor [kbyte]

100 200 500 1000
0

2

4

6
x 10

3

N
o

d
e

 N
9

Number of Background Sources

Figure 4.12: Over-provisioning fa
tor for type 0* and type 1* (solid and dotted lines)
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4.4.6 Con
lusions

Two intelligent resour
e allo
ation s
hemes were introdu
ed and analyzed in this se
tion,

whi
h utilize servi
e spe
i�
 information, spe
i�
ally the downgrade ve
tor and the user

preferen
e fun
tion, in order to minimize over-provisioning and reservation setup time. The

numeri
al results highlight that the servi
e spe
i�
 information results in (i) a �x and shorter


all setup time, (ii) less reservation trials, (iii) less over-provisioning and (iv) less intensive

signal handling in the nodes by maintaining (v) the same blo
king probability [C14, J2℄.

Where is the Optimum?

Although the more intelligent s
hemes yielded better performan
e, the usage of further

servi
e spe
i�
 information is questionable. The more information is 
arried in signaling

messages the more 
omplex their handling is in the hosts and network nodes. This e�e
t


an be quanti�ed by the Memory and CPU 
y
le 
onsumption or the Signaling Message

Pro
essing Time metri
s. A

ording to [C10℄ and our newer results, the admission 
ontrol

pro
ess takes only about 8% of the total pro
essing time of an RSVP message. Thus even if

we assume that the 
omputational 
omplexity (i.e. the time needed for admission 
ontrol)

grows linearly with the number of resour
e values in a downgrade ve
tor, this fa
tor is

negligible. On the other hand, more information yields longer signaling messages, whi
h


an be indi
ated by the signaling overhead metri
.
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4.5 Summary

This 
hapter proposed a performan
e evaluation framework for resour
e reservation s
hemes

in
luding traditional and novel performan
e metri
s. Moreover, it demonstrated the appli-


ation of this framework on di�erent reservation s
hemes, su
h as sender-oriented, re
eiver-

oriented proto
ols and others using a 
entral resour
e manager or servi
e spe
i�
 informa-

tion.

The network s
enario and notation of this framework have been introdu
ed in Se
tion

4.2. Performan
e metri
s have been dis
ussed in two groups, di�erentiating per hop metri
s

and per reservation metri
s. The former des
ribes the lo
al impa
t of signaling messages on

a network node, while the latter 
hara
terizes the entire resour
e reservation setup pro
ess

in the network.

Besides (i) message handling time, (ii) memory 
onsumption and (iii) software 
om-

plexity, the Signaling Intensity metri
 has been proposed for quantifying the impa
t of the

reservation proto
ol on the signaling handling node. This metri
 takes the number of atomi


messages per reservation trial into a

ount, and in this way 
hara
terizes the e�e
tiveness

of the proto
ol. Moreover, I have proposed the Over-Provisioning Fa
tor OPF for 
hara
-

terizing the greediness of the reservation algorithm, whi
h has an indire
t impa
t on the

Best E�ort traÆ
. This metri
 also des
ribes how 
ompetitive is the resour
e reservation

pro
ess in the Premium traÆ
 
lass.

Extending the list of traditional per reservation metri
s, su
h as (i) blo
king probability,

(ii) signaling overhead, (iii) reservation setup time, (iv) number of reservation trials and (v)

di�erent fairness metri
s, I have proposed the Over-Provisioning Balan
e and Signaling

Intensity Balan
e metri
s for 
hara
terizing how mu
h the OPF and signaling intensity

metri
s, resp., depend on the topologi
al lo
ation of a node.

I have proposed a new resour
e reservation s
heme (
alled Hybrid Allo
ation) in Se
tion

4.3, whi
h aims for minimizing the over-provisioning fa
tor in the network by downgrading

the reservation request and sending release messages from every network node. I have 
om-

pared the performan
e of this new s
heme with a sender-oriented, and a re
eiver-oriented

s
heme and I have proven that the Hybrid Allo
ation has a
hieved its goal. In parti
ular,

it has yielded the least OPF in the network produ
ing a relatively low signaling intensity.

The servi
e spe
i�
 information has been analyzed in Se
tion 4.4 and a mapping has

been de�ned for expressing the demanded network resour
es as a fun
tion of the quality

parameters of the appli
ation. The main idea is that why shall we reserve a parti
ular set

of resour
es, if the appli
ation 
an not utilize it or the user does not prefer the resulted

quality. Thus I have proposed the Downgrade Ve
tor for expressing the multimedia appli
a-

tion's 
apabilities and the Preferen
e Fun
tion for 
hara
terizing the user's behaviour. Two

intelligent resour
e allo
ation s
hemes have been introdu
ed and analyzed in this se
tion,

whi
h utilize servi
e spe
i�
 information, spe
i�
ally the downgrade ve
tor and the user

preferen
e fun
tion, in order to minimize over-provisioning and reservation setup time. The

numeri
al results has shown that the servi
e spe
i�
 information results in (i) a �x and

shorter 
all setup time, (ii) less reservation trials, (iii) less over-provisioning and (iv) less

intensive signal handling in the nodes by maintaining (v) the same blo
king probability.



Chapter 5

Summary of the Dissertation

This dissertation 
overs various �elds of traÆ
 
hara
terization, traÆ
 modeling and traÆ


managements for multimedia teleservi
es.

Chapter 2 presents the Leaky Bu
ket Analysis { a framework for resour
e dimension-

ing and 
hara
terizing the burstiness of ATM traÆ
 {, demonstrates its appli
ability on

deterministi
 and measured traÆ
 tra
es, and des
ribes its appli
ations.

The Leaky Bu
ket Analysis (LBA) provides the Leaky Bu
ket 
urve q(r), its dual pair

q

t

(t) and the Leaky Bu
ket Slope 
urve s(t) as deterministi
 bounds for quantifying and

visualizing the resour
e demand of a tra
e. Several deterministi
 traÆ
 tra
es are analyzed

using the LBA, and the family of Multilevel On-O� (MOO) tra
es is introdu
ed. The

analysis of measured tra
es demonstrates that the Leaky Bu
ket Analysis 
an 
hara
terize

how the resour
e demand and the burst stru
ture of VBR video traÆ
 
hanges due to traÆ


shaping, multiplexing, 
hanging the video sequen
e or the video frame rate. The robustness

of LBA against the variations in the traÆ
 of a 
ertain traÆ
 type and the length of 
aptured

tra
e is investigated and a

ura
y thresholds are given for single and aggregated Internet

and VBR video traÆ
 using the relative error ratio of q

t

(t). This analysis emphasizes that

the LBA 
an 
hara
terize spe
i�
 traÆ
 types too, not only a single traÆ
 tra
e.

The deterministi
 metri
s of LBA are �tted to two analyti
 models. The �rst model

utilizes that the burst stru
ture of measured traÆ
 tra
es and MOO tra
es are similar. The

parameters of the MOO model are set based on the breaking points in q(r) and the pla
e

of plateau in s(t). The se
ond model has been a two-level 
uid 
ow model.

Moreover, I des
ribe several appli
ations of the LBA, su
h as sele
ting the parameter

set of the ATM 
onne
tion traÆ
 des
riptor 
onsidering di�erent optimization 
riteria, se-

le
ting and dete
ting the shaping rate, queuing behaviour analysis by visualizing the gain

of statisti
al multiplexing and 
ell loss rate estimation.

Chapter 3 presents a hierar
hi
al sour
e model based on the white box modeling 
on
ept.

This model 
an synthesize the traÆ
 of a VBR traÆ
 sour
e by imitating the operation of

VBR en
oding, pro
ess s
heduling and proto
ol en
apsulation in a multimedia workstation.

89
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First the main 
hara
teristi
s of the multimedia traÆ
 are evaluated by performing traf-

�
 intensity analysis and silen
e period analysis on di�erent burst s
ales ranging from 
ell

level to s
ene level. This bla
k box analysis emphasizes that there are four burst levels in

the multimedia traÆ
 { s
ene, video frame, pa
ket and 
ell levels {, whi
h appear periodi-


ally in a regular manner. Moreover, while the s
ene and video frame level 
hara
teristi
s

strongly depend on the video 
ontent, the pa
ket and 
ell level 
hara
teristi
s (su
h as

pa
ket size, pa
ket interarrival time, et
.) are un
hanged. That is also emphasized that the

frame interarrival time varies and its mean is determined by the video frame rate setting.

Furthermore, a linear relationship is found between the pa
ket silen
e period and the size

of pa
ket generated after that period.

The observations and numeri
al results of the bla
k box analysis are extended based

on the knowledge of the multimedia terminal's internal operation resulting a hierar
hi
al

model. This model 
onsists of three model stages a

ording to the terminal's three indepen-

dent traÆ
 generation pro
edures, i.e. en
oding, s
heduling and en
apsulation. The video

en
oding pro
edure is modeled with a two-state Markov pro
ess, while the s
heduling of

appli
ation transfer units is modeled with a simple Gaussian pro
ess and a deterministi


model imitates the data en
apsulation in the proto
ol sta
k.

The model is validated using the LBA and the results show that the queuing perfor-

man
e of original tra
es (in terms of maximum queue length and estimated 
ell loss) is

su

essfully reprodu
ed by the syntheti
 traÆ
 of our model.

Chapter 4 proposes a performan
e evaluation framework for resour
e reservation s
hemes

in
luding traditional and novel performan
e metri
s. Moreover, it demonstrates the appli-


ation of this framework on di�erent reservation s
hemes.

Performan
e metri
s are dis
ussed in two groups, di�erentiating per hop metri
s and

per reservation metri
s. The former des
ribe the lo
al impa
t of signaling messages on a

network node, while the latter 
hara
terize the entire resour
e reservation setup pro
ess

in the network. Besides (i) message handling time, (ii) memory 
onsumption and (iii)

software 
omplexity, the Signaling Intensity metri
 is proposed for quantifying the impa
t

of the reservation proto
ol on the signaling handling node. This metri
 takes the number

of atomi
 messages per reservation trial into a

ount, and in this way 
hara
terizes the

e�e
tiveness of the proto
ol. Moreover, the Over-Provisioning Fa
tor OPF is proposed for


hara
terizing the greediness of the reservation algorithm, whi
h has an indire
t impa
t on

the Best E�ort traÆ
. This metri
 also des
ribes how 
ompetitive the resour
e reservation

pro
ess is in the Premium traÆ
 
lass. Extending the list of traditional per reservation

metri
s, su
h as (i) blo
king probability, (ii) signaling overhead, (iii) reservation setup time,

(iv) number of reservation trials and (v) di�erent fairness metri
s, the Over-Provisioning

Balan
e and Signaling Intensity Balan
e metri
s are proposed for 
hara
terizing how mu
h

the OPF and signaling intensity metri
s, respe
tively, depend on the topologi
al lo
ation

of a node.

A new resour
e reservation s
heme is introdu
ed for minimizing the over-provisioning

fa
tor and its performan
e is 
ompared with a sender-oriented, and a re
eiver-oriented

s
heme. It is shown that the new s
heme yields the least OPF in the network produ
ing a
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relatively low signaling intensity.

Moreover, the servi
e spe
i�
 information is analyzed and a mapping is de�ned for ex-

pressing the demanded network resour
es as a fun
tion of the quality parameters of the

appli
ation. The Downgrade Ve
tor and the Preferen
e Fun
tion are proposed for express-

ing the multimedia appli
ation's 
apabilities and for 
hara
terizing the user's behaviour, re-

spe
tively. Furthermore, two intelligent resour
e allo
ation s
hemes are introdu
ed and ana-

lyzed, whi
h 
an utilize the servi
e spe
i�
 information for minimizing the over-provisioning

and reservation setup time, a

ording to the numeri
al results.
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Appendix A

Extension of the Leaky Bu
ket

Analysis

I have presented in Se
tion 2.2.2 that the CBR tra
e and one-level On-O� tra
es result the

least and most bursty LB 
urve, respe
tively, that is these tra
es 
onstitute two extremes.

I have also stated that any traÆ
 tra
e �(T;N) 
an be 
onsidered as a spe
ial MOO tra
e.

Thus an interesting idea is to de�ne a linear spa
e with the MOO tra
es as base ve
tors

and proje
t other traÆ
 tra
es to the ve
tors of this spa
e.

Let 
 denote the spa
e of tra
es �(T;N) and � denote a subspa
e of 
, whi
h 
ontains

every MOO tra
e. The 'addition' of two tra
es �

A

and �

B

is de�ned in the � spa
e as a

"slot-wise" logi
al OR operation between the tra
es for all k:

�

A+B

= �

A

+ �

B

; �

A

; �

B

; �

A+B

2 � (A.1)

�

A+B

(k)

:

= �

A

(k) OR �

B

(k); k = 1; 2; : : : ; T:

The 'produ
t' of message � with a s
alar � is de�ned as:

�

�C

= ��

C

; �

C

2 �; � 2 I

+

(A.2)

�

�C

(k)

:

= �

C

(k + �%T ) k = 1; 2; : : : ; T;

where % denotes the residuum fun
tion.

The 'null' element of this linear spa
e is de�ned as:

�

0

(k)

:

= 0; k = 1; 2; : : : ; T ; �

0

2 �: (A.3)

And �nally, the 'base ve
tors' of this spa
e are spe
ial MOO tra
es:

�

i

(k)

:

= �(k � i); k = 1; 2; : : : ; T ; i = 1; 2; : : : ; T ; �

i

2 �: (A.4)
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Se
tion 2.4.1 presented how an arbitrary, measured tra
e �(T;N) 
an be modeled with

an MOO tra
e targeting a good �t of LB 
urves. That modeling approa
h 
an be 
onsidered

as a transformation from the 
 spa
e to the � spa
e. This I 
all the MOO Transformation.

The resulted MOO tra
e 
an be de
omposed from the linear 
ombination of MOO base

ve
tors, yielding a 
anoni
al des
ription of the tra
e. The LBA 
an promote the pra
ti
al

implementation of this transformation.

The linear spa
e of MOO tra
es and the MOO transformation is subje
t of further

resear
h.



Appendix B

Equations to the Fluid Flow Model

This se
tion provides a summary of the derivation of the parameter �tting equations for the

two-level 
uid 
ow model, presented in Se
tion 2.4.2. Using the notations of that se
tion,

the basi
 equations for the two-level 
uid 
ow model are:

r

0

< 
 < r

1

; �(t) = r (Z(t)) ; (B.1)

�

0

=

�

�+ �

; �

1

=

�

�+ �

: (B.2)

Denote X(t) the amount of 
uid in the bu�er (i.e. the queue length). Its partial distri-

bution fun
tion in state i is:

F

i

(x) = PrfZ = i;X � xg: (B.3)

The stationary �rst and se
ond moments of the arrival rate are [12℄:

E [�℄ = r

0

+ (r

1

� r

0

)�

1

; (B.4)

Cov [�

u

;�

v

℄ = (r

1

� r

0

)

2

�

0

�

1

e

(�+�)ju�vj

:

We 
an establish the following set of equations for the two states:

(r

0

� 
)F

0

0

= ��F

0

+ �F

1

;

(r

1

� 
)F

0

1

= �F

0

� �F

1

:

The solutions for the partial distribution fun
tions 
an be obtained by using the following

boundary 
onditions:

F

1

(0) = 0;

F

1

(1) = �

1

;
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and we 
an get:

F

0

(x) = �

0

� �

1

r

1

� 



� r

0

e

��x

; (B.5)

F

1

(x) = �

1

�

1� e

��x

�

; (B.6)

where

� =

(
� r

0

)�� (r

1

� 
)�

(r

1

� 
)(
� r

0

)

: (B.7)

The 
omplementary queue length distribution, i.e. the estimation for the 
ell loss prob-

ability is:

Q(x) = PrfX > xg = �

1

r

1

� r

0


� r

0

e

��x

= (B.8)

=

�

�+ �

r

1

� r

0


� r

0

e

��x

:

Our aim is to �t the mean rate r

M

to the LB 
urve and �t the 
ell loss rate l to the

Q(x) fun
tion. The former 
an be expressed from Equation (B.4) using (B.2), while the

latter from Equation (B.8) using the working point r

S

, N

S

(see Figure 2.26):

r

M

= r

0

+ (r

1

� r

0

)

�

�+ �

; (B.9)

l =

�

�+ �

r

1

� r

0

r

S

� r

0

e

��N

S

: (B.10)

From Equation (B.9) we 
an get:

�+ �

�

=

r

1

� r

0

r

M

� r

0

; (B.11)

1 +

�

�

=

r

1

� r

0

r

M

� r

0

;

� =

�

r

1

� r

0

r

M

� r

0

� 1

�

�;

and �nally we have:

� =

�

r

1

� r

M

r

M

� r

0

�

�: (B.12)

Let us use 
 = r

S

in Equation (B.7) and insert � from Equation (B.12):

� =

(r

S

� r

0

)�� (r

1

� r

S

)�

(r

1

� r

S

)(r

S

� r

0

)

; (B.13)

=

(r

S

� r

0

)

�

r

1

�r

0

r

M

�r

0

� 1

�

�� (r

1

� r

S

)�

(r

1

� r

S

)(r

S

� r

0

)

;

= �

(r

S

� r

0

)

�

r

1

�r

0

r

M

�r

0

� 1

�

� (r

1

� r

S

)

(r

1

� r

S

)(r

S

� r

0

)

:



105

Now we 
an express � from this expression:

� = �

(r

1

� r

S

)(r

S

� r

0

)

(r

S

� r

0

)

�

r

1

�r

0

r

M

�r

0

� 1

�

� (r

1

� r

S

)

; (B.14)

= �

(r

1

� r

S

)(r

S

� r

0

)

(r

S

� r

0

)

�

r

1

�r

M

r

M

�r

0

�

� (r

1

� r

S

)

:

We 
an get � also from Equation (B.10):

� = �

1

N

S

ln

�

l

�+ �

�

r

S

� r

0

r

1

� r

0

�

;

and now use Equation (B.11) to insert

�+�

�

:

� = �

1

N

S

ln

�

l

r

1

� r

0

r

M

� r

0

r

S

� r

0

r

1

� r

0

�

;

� = �

1

N

S

ln

�

l

r

S

� r

0

r

M

� r

0

�

:

Therefore the three parameters for �tting the 
uid 
ow model are:

� = �

1

N

S

ln

�

l
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r

M

� r

0

�

;

� = �
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r
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M

r

M

� r
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Appendix C

TraÆ
 Measurements

Several hundreds of tra
es from many di�erent ATM traÆ
 types were 
aptured by mea-

surements in Telia Resear
h, Sweden during the last 
ouple of years [B1, C5, C3, C2, C19,

C6, C4, 26℄. This se
tion shortly summarizes the measurement and des
ribes the type of

measured traÆ
. Moreover, it presents the main parameters and traditional traÆ
 
har-

a
teristi
s { su
h as mean 
ell rate and burstiness (i.e. squared 
oeÆ
ient of variation of

the 
ell interarrival time) { of a subset of measured tra
es, whi
h are mentioned in this

dissertation.

C.1 Measurements on the Sto
kholm Gigabit Network

TraÆ
 of multimedia workstations 
onne
ted via the Sto
kholm Gigabit Network (an ATM

MAN) was multiplexed with CBR ba
kground traÆ
 [C5℄. Long tra
es of both traÆ


types were 
aptured before and after multiplexing. TraÆ
 of di�erent single multimedia

sour
es and the aggregate traÆ
 of four workstations were 
aptured in 
ase of di�erent load


onditions (see tra
es (a){(e)).

C.2 Measurements on the "Internet" Ba
kbone

Di�erent parts of the Swedish University Network (SUNET) are atta
hed to the Swedish

ATM WAN. The aggregated traÆ
 on the SUNET were analyzed during summer 1996 in

the framework of a 
ommon trial between the SUNET 
ommunity and Telia Resear
h. The

LAN traÆ
 of universities in the northern region, around Uppsala, was aggregated on an

FDDI ba
kbone, whi
h was 
onne
ted via a 
ouple of routers and a 34 Mbps PDH link to

the ATM ba
kbone in Sto
kholm. This network joins the northern LANs of SUNET to the

international Internet ba
kbone and to the southern university networks around G�oteborg.
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Table C.1: Main 
hara
teristi
s of VBR traÆ
 tra
es 
aptured in a MAN measurement

Tra
e

Tra
e Length

(s)

Total

Number of

Cells

Mean Cell

Rate (
ps)

Burstiness Comments

a
294.42 1 627 720 5500 140.3063 shaped

b 68.92 1 000 000 14 500 133.3298 aggregate


 19.54 253 627 12 900 700.6972

bgr. 100

Mbps

d
20.38 264 258 12 900 693.0733

bgr. 120

Mbps

e 20.14 260 080 12 900 680.9803

bgr. 140

Mbps

f 51.00 100 309 1960 179.8622 10 fps

g 45.60 138 453 3030 258.6941 10 fps

h 36.86 151 544 4110 345.9633 10 fps

i 45.68 307 471 6720 483.3476 10 fps

j 38.27 250 142 6540 486.7423 10 fps

k 49.67 293 180 5890 452.2486 10 fps

l
35.73 87 353 2440 197.9074 10 fps

m 32.41 117 899 3640 245.1639 20 fps

n 45.29 186 966 4120 226.8030 25 fps

That is the 
aptured traÆ
 tra
es represent the traÆ
 in the 
ore network (see tra
es (w){

(z)). These are the longest tra
es that I have analyzed, 
apturing more than 8 � 10

6


ell

arrivals. A good assumption is that the traÆ
 was an ordinary mix of 
ommon Internet

traÆ
 types su
h as HTTP, FTP, Telnet, Chat, IP-phone et
.

C.3 Measurements in the Lab

Most of our laboratory tests have been 
arried out in Telia Resear
h, Sweden, but I have

also parti
ipated in measurements at Ellemtel Resear
h in

�

Alvsj�o and Eri
sson TraÆ
 Lab

in Budapest.

In Telia, we have measured the ATM traÆ
 
hara
teristi
s of several standard CCIR

video sequen
es, whi
h were en
oded in hardware using a lossy 
ompression algorithm.

These sequen
es had equal duration but di�erent traÆ
 intensity and burst stru
ture 
or-

responding to the pi
ture 
ontent. The video sequen
es were played from a video 
assette

re
order, whi
h was 
onne
ted to a multimedia workstation. The opti
al signal from the

ATM interfa
e 
ard of the workstation was tapped to the ATM test equipment by means of

an opti
al splitter. In this way we 
aptured an exa
t 
opy of the 
ell 
ow between terminals

without e�e
ting the behaviour of the appli
ation in use. The arrival time of ATM 
ells of

interest was re
orded in real-time by a module developed by Telia AB, Sweden. It resides
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Table C.2: Main 
hara
teristi
s of VBR traÆ
 tra
es 
aptured in LAN measurements

Tra
e

Tra
e

Length

(s)

Total

Number

of Cells

Mean

Cell Rate

(
ps)

Burstiness

Name of

Video

Sequen
e

Frame

Rate

(fps)

Resolution

(pixels)

GT10 21.41 22 871 1208 77.21

Girl with

Toys

10 384x288

SU10 37.17 51 089 1554 98.52 Susie 10 384x288

PL10 24.04 85 060 4000 215.38 Popple 10 384x288

GT25
35.89 78 066 2459 78.82

Girl with

Toys

25 384x288

SU25 34.55 83 696 2738 92.53 Susie 25 384x288

PL25 35.19 186 827 6003 171.93 Popple 25 384x288

Noise 20.18 263 570 12 926 710.26 Noise 10 768x576

in an ATM test instrument developed in the RACE PARASOL proje
t. This instrument is


apable of re
ording about 8 million 
ell arrivals [26℄.

Table C.3 presents tra
es from six di�erent video sequen
es; namely the (f) Girl with

Toys, (g) Susie, (h) Table Tennis, (i) Tempest, (j) Flower Garden, and (k) Popple sequen
es,

while Table C.2 provides the main 
hara
teristi
s of seven tra
es whi
h 
orrespond to the

Girl with Toys, Susie, Popple and Noise sequen
es with di�erent frame rates and resolution.

Apart from VBR video, we have also measured the traÆ
 of fundamental TCP/IP

appli
ations, su
h as WWW browsing, FTP and Ping. During 
apturing tra
es (o,p) a user

has downloaded a large size image with its WWW browser several times. First we measured

the traÆ
 in 
ase of a real user, than we played ba
k the user's mouse moving and mouse


li
k events by the "Servi
e User Emulator" (SUE) tool, and in this way repeated the WWW

session, resulting in tra
e (p). Tra
es (r) and (q) represent �le transfer, while the traÆ
 of

tra
es (s){(v) was generated by the UNIX Ping 
ommand, using di�erent message size.

C.4 Measurement Con�gurations

We have repeated the measurements for many, di�erent 
on�gurations, in whi
h we have


hanged the type of sour
e appli
ation (video, WWW, FTP, Ping, IP phone, White Board,

et
.), the video sequen
e (see above), the VBR en
oding te
hnique (Cell-B and M-JPEG),

the appli
ation level quality of servi
e (10, 20 and 25 fps frame rate) and the proto
ol sta
k

(AAL3/4, AAL5, and LLC or null en
apsulation). In the investigated 
on�gurations, we

have used numerous ATM measurement tools su
h as the 'Parasol' instrument [26℄, di�erent

HP devi
es [28℄, and the AdTe
h measurement tool [27℄). The tests have been repeated

for various terminal platforms (di�erent SUN Spar
 workstation models, Sili
on Graphi
s

Indigo, dedi
ated ATM hardware from AVA) equipped with di�erent ATM 
ards (Fore

Runner SBA 100{200E , SAHI-2 , Interphase with either SDH or TAXI physi
al layer).
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Table C.3: Main 
hara
teristi
s of Internet traÆ
 tra
es

Tra
e

Tra
e Length

(s)

Total

Number of

Cells

Mean Cell

Rate (
ps)

Burstiness Comments

o 11.45 22 889 1900 142.7399 real user

p 12.20 22 888 1880 150.4459 SUE

q
1.51 81 117 6843 680.8446

r 1.48 81 116 6718 759.9904

s 30.37 230 732 7573 448.6227 128 
ells

t 29.94 286 945 9583 444.6371 256 
ells

u
29.98 233 723 7772 471.4246 512 
ells

v 29.83 290 948 9726 458.3453 1024 
ells

w 912 8 386 560 9193

x 1140 8 386 560 7355

y 2301 8 386 390 3643

z
1837 8 386 560 4565

Furthermore, we have measured both single sour
es and representative traÆ
 aggregates

after di�erent number of multiplexing stages. Finally, there were various ATM swit
hes

involved in my tests (AT&T, 3COM, Eri
sson, Fore).


