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a b s t r a c t

The short-term dynamics of competing high speed TCP flows can have strong impacts on their long-term
fairness. This leads to severe problems for both the co-existence and the deployment feasibility of differ-
ent proposals for the next generation networks. However, to our best knowledge, no root-cause analysis
of this observation is available. This is the major motivation of our work.

The contribution of the paper is twofold. First, we present our comprehensive performance evaluation
results of both inter- and intra-protocol fairness behavior of different TCP versions to get an overall view
of these protocols. The analysis has revealed not only the equilibrium behavior but also the transient
characteristics besides the dynamic behavior. Second, we show the results of a root-cause analysis to
get a deeper understanding in the case of some promising TCP versions. This study does not only fill
the ‘‘black holes”, i.e. answers the questions which remained unanswered in some cases, but rather goes
deeper and investigates questions which have never been asked yet. The work includes flow-level,
packet-level, queueing and also spectral analyses. Three loss-based (HighSpeed TCP, Scalable TCP and
BIC TCP) proposals and the delay-based FAST TCP are investigated in details with both ‘‘dumb-bell”
and ‘‘parking-lot” topologies.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

TCP congestion control had managed to maintain the stability of
the Internet in the past decades but it has reached its limitations of
the challenges of present networks. However, the congestion con-
trol of TCP has been continuously developed from the first version
which dates back to 1981 (RFC 793). The basic mechanism was
incrementally developed and tuned introducing new additional
algorithms, e.g., slow start, congestion avoidance, RTO calculation
and delayed ACK in 1989 (RFC 1122), SACK in 1996 (RFC 2018)
and NewReno in 2004 (RFC 3782) just to mention a few. The chal-
lenges of next generation networks (e.g., high speed communica-
tion or the communication over different media) generated an
urgent need to further develop the congestion control of the
Internet.

The research community has responded with many proposals
developed in several excellent research groups all over the world.
This significant research work, especially in the previous years, re-
sulted in a huge number of new ideas. These ideas have been
developed and implemented in new TCP version proposals. These
proposals can efficiently address different aspects of the challeng-
ing future network environments and applications but it seems
ll rights reserved.
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that the process towards finding the transport protocol of the fu-
ture Internet has been slowed down. One of the main problems
is that – in spite of the fact that many proposals have been pub-
lished – finding the best one is difficult since these works are
mostly independent research studies and do not compare their re-
sults to each others’. Or even if they do comparisons, usually there
is no common performance evaluation framework (same set of
metrics and topologies, etc.) where a comprehensive performance
evaluation of the new versions can be made. Such a comprehensive
study is very rear, however, without such studies finding the next
step in the jungle of the proposed TCP versions is impossible. This
is the need which motivated our work.

The goal of the paper is twofold. First, we have decided to make
a comprehensive performance evaluation of the most promising
proposals. Some of our results are already known, since when these
proposals were suggested they were investigated too. In these
cases our results can confirm or question already published results.
However, we also aim at answering many questions which re-
mained unanswered in the literature and we think that they are
important to understand the mechanism and impacts of these
new algorithms. We call this study as horizontal research because
the results of this work give an overall picture about all the inves-
tigated TCP proposals where the still remained ‘‘black holes” are
filled. The main question we have in the focus of the analysis is
the fairness characteristics of the different TCP versions including
both inter- and intra-protocol behavior with different topologies
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and parameter settings. More specifically, we investigate the
behavior in simple ‘‘dumb-bell” topology with one congested link
and in more realistic topologies with multiple congested links
and different round-trip times (‘‘parking-lot” topologies). The
interaction of flows using the same or different protocols is also
analyzed (intra- and inter-protocol behavior). In order to get gen-
eral statements, we investigate the interoperation of different con-
gestion control approaches instead of carrying out the analysis for
each combination of the protocols. We define the following groups
of congestion control principles. The first group contains the loss-
based protocols. This group can be further divided into the group
of MIMD (Multiplicative Increase Multiplicative Decrease) mecha-
nisms and the group of AIMD-like (Additive Increase Multiplicative
Decrease) algorithms [1]. The second group corresponds to the de-
lay-based protocols. We examine not only the interaction of single
flows, but the analysis is extended to the competition of later
entering individual flow against different traffic aggregates. In
spite of the practical importance of these scenarios, we hardly find
similar evaluations in the literature. On the one hand, we analyze
the long-term behavior of interacting flows regarding fairness
(fair/unfair) and stability (long-term oscillation/stable behavior)
properties. In certain cases, the type of unfairness can also be
important. More exactly, a TCP flow can force other flows to devi-
ate from their normal operation and, in extreme cases this yields
TCP Reno-like operation mode and starving of certain flows. On
the other hand, we put emphasis not only on the equilibrium
behavior but also on the transient characteristics with the dynamic
behavior and investigate how the transient state can influence on
the long-term fairness performance. We have recognized that this
problem has been neglected by the research community but we
show that the transient parameters can have significant impact
on the equilibrium fairness results. As part of this transient analy-
sis, we deeply analyze the impacts of starting time on the perfor-
mance and fairness (delay-sensitivity, responsiveness, etc.). We
also introduce a new fairness metric to describe the transient state
behavior. The main message of this research shows that the dy-
namic characteristics should not be neglected in a comprehensive
fairness analysis. This overall view is vital when making decisions
regarding these proposals.

Second, we have decided to make a root-cause analysis to get a
deeper understanding in the case of some promising TCP versions.
This study not only fills the ‘‘black holes”, the questions which re-
mained unanswered in some cases, but rather goes deeper and
investigates questions which have never been asked yet. We call
this study vertical research because in this part we suggest novel
methods – such as spectral analysis and identification of main
operating frequencies – and get new results which help to provide
an in-depth understanding and explanations of the investigated
algorithms. For this purpose we have introduced a spectral analysis
for the first time as far as we know to analyze and understand fair-
ness performance. This tool can provide deeper understanding of
interaction of different congestion control mechanisms, especially
in scenarios with multiple bottleneck links where the macroscopic
behavior is composed of several operating frequencies that can be
propagated along the network routes (see Section 7.2.4). With this
spectral analysis together with flow-level, packet-level and queue-
ing analysis we have got a good understanding of the investigated
phenomena.

In this paper, we summarize research results from a compre-
hensive performance evaluation study addressing the above listed
research goals. This work has resulted in a huge amount of results
which are impossible to include in a paper. Therefore, we have col-
lected all of the results in a technical report [2] available from
http://www.hsnlab.tmit.bme.hu/projects/tcp/. This paper is the
extensive summary of that report. Partial results from our previous
research can be found in [3,4].
It is certainly desirable to evaluate high speed TCP variants by
measurements in real networks and there are already substantial
works in this respect [5–10]. However, network parameters,
especially in changing conditions, can be hardly controlled. In an
end-to-end path, multiple network elements combined make the
estimation of these parameters even harder. Furthermore, the
uncertainty and/or inaccuracy of network parameters can have a
significant impact on the outcome of the results. In our analysis,
we need full control of network parameters, especially the buffer
size, the bottleneck links to understand the fairness of competing
flows. This justifies our choice of using simulations for this partic-
ular fairness analysis.

1.1. Related work: TCP versions

The new challenges of TCP have been addressed by several re-
search groups in the last decade and, as a result, a number of
new TCP versions have been developed. The research community
has been working intensively to analyze these versions, see e.g.,
[11]. An overview of the most important proposals is given here,
and some technical details of the TCP variants analyzed in the pa-
per are summarized in Table 1. HighSpeed TCP (HSTCP) [12] is a
modification to TCP’s congestion control mechanism for use with
TCP connections with large congestion windows. It changes the
TCP response function to achieve better performance on high
capacity links. HSTCP is based on an AIMD mechanism where the
increase and decrease parameters (aðWÞ and bðWÞ) are functions
of the current value of the congestion window (see the correspond-
ing row of Table 1) yielding an adaptive and more or less scalable
algorithm. Ideas to introduce MIMD mechanisms for TCP have also
been considered. Scalable TCP (STCP) [13] is a good example which
has been suggested as an efficient transport protocol for high speed
networks. Here, the multiplicative increase and multiplicative de-
crease algorithm guarantees the scalability of the protocol. The
congestion window is increased by a constant parameter ðaÞ as a
response to a received acknowledgement, while it is reduced in a
multiplicative manner (by bW) in case of packet losses (see Table 1).
In order to solve the TCP’s severe RTT (round-trip time) unfairness
problems, BIC TCP has been developed [14]. BIC TCP combines two
schemes called additive increase and binary search. When the BIC
TCP source gets a packet loss event, the congestion window is re-
duced by a multiplicative factor ðbÞ; and the maximum window
parameter ðWmaxÞ is set to the value of the congestion window just
before the reduction while the minimum window parameter
ðWminÞ is set to the current value. Then the protocol performs a bin-
ary search between these parameters by jumping to the ‘‘mid-
point” between the bounds. (More exactly, this jump is based on
the B parameter of the protocol.) If packet loss does not occur at
the updated window size, that window size becomes the new min-
imum; if packet loss occurs, that window size becomes the new
maximum. An important restriction is also introduced, the growing
cannot be more aggressive than a linear one with a constant
parameter ðSmaxÞ. This process continues until the window incre-
ment is less than a small constant ðSminÞ, when the window is set-
tles down around Wmax (increasing slowly on a ‘‘plateau”). This
mechanism yields an ‘‘AIMD-like” behavior where the growing
function is most likely composed of a linear phase (additive in-
crease) and a logarithmic one (binary search). When the updated
window size exceeds the current maximum, then a new equilib-
rium state has to be found and BIC TCP enters into the max probing
state. During this phase, the growing function is the inverse of the
previous ones, more exactly, the window is increased exponen-
tially first (which is very slow at the beginning) and then linearly.
This complex mechanism is also summarized in the corresponding
row of Table 1. The good performance of the protocol, including
good utilization, linear RTT fairness (RTT unfairness is proportional
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Table 1
Details of TCP variants analyzed in the paper.

Protocol Window adjustment (When) Reaction to loss

HSTCP w  wþ aðwÞ
w

(per-ACK) w  w� bðwÞw
STCP w  wþ a (per-ACK) w  w� bw
BIC TCP w  wþ a

w
; a 2 Smin;

Wmax�w
B ; w�Wmax

B�1 ; Smax
� �

(per-ACK) w  bw

FAST TCP w  min 2w; ð1� cÞwþ c baseRTT

RTT
wþ a

� �� �
(periodically) w  0:5w
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to the RTT ratio as in AIMD), good scalability, and TCP-friendliness,
comes from the slow increase around Wmax and the aggressive lin-
ear increase of additive increase and max probing phases. Further
research with BIC TCP has been resulted in CUBIC. CUBIC [15] is an
enhanced version of BIC TCP. It simplifies the BIC window control
and improves its TCP-friendliness and RTT-fairness. TCP Libra
[16] is another solution to provide RTT-fairness while maintaining
a good friendliness with TCP NewReno. The research to make fur-
ther improvements yielded to the development of H-TCP [17]. The
authors of H-TCP promise that the asymmetry due to the modifica-
tion in HSTCP and also in STCP can be eliminated with their meth-
od. The idea of incorporating accurate bandwidth estimations into
the TCP congestion control has also opened a new path in TCP re-
search. TCP-Westwood [18] is a prominent example where eligible
rate estimation methods to intelligently set the congestion win-
dow and slow-start threshold have been introduced. An interesting
solution has been developed in LTCP [19]. LTCP has a two dimen-
sional congestion control. The macroscopic control uses the con-
cept of layering to quickly and efficiently make use of the
available bandwidth, whereas microscopic control extends the
existing AIMD algorithms of TCP to determine the per-ACK
behavior.

The research on the delay-based ideas has resulted in FAST TCP
[8,9]. FAST TCP has the same equilibrium properties as TCP Vegas
[20] but it can also achieve weighted proportional fairness. FAST
TCP seeks to restrict the number of its packets queued through
the network path between an upper ðbÞ and a lower ðaÞ bound,
however, the behavior is usually controlled by a single parameter
ðaÞ that can be considered as the targeted backlog (packets in the
buffers) along the flow’s path [8,9,21]. Under normal network con-
ditions, FAST TCP periodically updates its congestion window
based on the comparison between the measured average RTT and
the estimated round-trip propagation delay (when there is no
queueing). More exactly, the window is adjusted according to the
formula presented in Table 1, where c is the step size affecting
the responsiveness of the protocol, and baseRTT is the minimum
RTT observed so far which is an estimation of the round-trip prop-
agation delay. The parameter a controls the equilibrium behavior,
therefore the appropriate setting of this parameter is crucial (see
[8,9,21] and Section 7.2.5). FAST TCP also reacts to packet losses
halving its congestion window. The delay-based control also ap-
pears in other proposals like TCP-Africa [22]. TCP-Africa is a hybrid
protocol that uses a delay metric to determine whether the bottle-
neck link is congested or not. In the absence of congestion it uses
an aggressive, scalable congestion avoidance rule but in the
presence of congestion it switches to the more conservative Reno
congestion avoidance rule. A slightly different combined delay/
loss-based mechanism is proposed in YeAH-TCP [23]. Two different
operation modes are defined: during the ‘‘Fast” mode the operation
is based on the Scalable TCP’s algorithm while in the ‘‘Slow” mode,
the protocol acts as TCP Reno. The combination of the delay-based
and the loss-based approaches also appears in TCP-Illinois [24] and
TCP-Adaptive Reno [25]. TCP-Illinois uses loss as a primary conges-
tion signal and delay as a secondary one. The protocol uses an
AIMD mechanism but adjusts the increase and decrease parame-
ters based on experienced queueing delay. TCP-Adaptive Reno also
dynamically adjusts the TCP response function based on the Buffer
and Bandwidth Estimation (BBE) method. Compound TCP [26] is
another example where a synergy of delay-based and loss-based
approach has been implemented. It uses a scalable delay-based
component in the standard TCP Reno congestion avoidance algo-
rithm. The authors of LT-TCP [27] propose an approach that provi-
sions proactive FEC on an end-to-end basis for TCP and also
introduce a reactive FEC component to minimize the effect of era-
sures during the retransmission phase. The improvement signifi-
cantly increases the performance over networks comprising lossy
wireless links.

Another important group of congestion control protocols is
based on explicit congestion notification instead of the implicit
congestion signals such as packet loss or delay. These congestion
control schemes require the assistance of network routers by this
means the modification of the routers is also necessary. This is a
serious disadvantage from the aspect of deployment feasibility.
One of the main representatives of this group is the eXplicit Con-
trol Protocol (XCP) [28] which generalizes the Explicit Congestion
Notification (ECN) proposal [29]. Instead of the one bit congestion
indication used by ECN, XCP capable routers inform the senders
about the degree of the congestion at the bottleneck. In addition,
XCP decouples the utilization control from fairness control. An-
other good example for router assisted congestion control proto-
cols is Rate Control Protocol (RCP) [30]. RCP approximates ideal
processor sharing by explicitly emulating PS at each router. It is
shown in [31] that RCP shows improvement in flow-completion
time for realistic traffic mixes (containing not only long-lived
flows).

1.2. Related work: performance analysis and its tools

The performance analysis of recently proposed mechanisms and
TCP modifications is included in many papers. These works mainly
deal with the performance of a new proposal or the interaction of
standard TCP (Reno) and the new mechanism. In [32,33], a simula-
tion-based performance analysis of HighSpeed TCP is presented
and the fairness to regular TCP is analyzed. In [13], the author deals
with the performance of Scalable TCP and analyzes the aggregate
throughput of the standard TCP and Scalable TCP based on an
experimental comparison. In [8], the performance of different
TCP versions, such as HighSpeed TCP, Scalable TCP, Linux TCP
and FAST TCP, are compared in an experimental test-bed environ-
ment. In all cases, the performance among connections of the same
protocol sharing a bottleneck link is analyzed and different metrics
are presented (throughput, fairness, responsiveness, stability). In
[14], the authors compare the performance of BIC TCP using simu-
lation with that of HighSpeed TCP, Scalable TCP and an AIMD
mechanism. Bandwidth utilization, TCP friendliness, RTT unfair-
ness, and convergence to fairness metrics are evaluated. Initial
experimental results for combined delay/loss-based congestion
control algorithms, namely, TCP-Illionis and Compound TCP are
shown in [34].

The analysis of competing flows using different TCP versions
has received less attention. In [35], the fairness of MIMD algo-
rithms is evaluated and the interaction of AIMD mechanisms with
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static parameters (e.g., TCP NewReno) are analyzed. In [5], an
experimental evaluation of different high speed protocols, such
as HighSpeed TCP, Scalable TCP, BIC TCP, FAST TCP and H-TCP, is
presented. In a series of benchmark tests, the intra-protocol behav-
ior of these TCP variants are analyzed considering the effect of
starting time of the flows, as well. In [36], experimental evaluation
of different high speed TCP proposals is carried out mainly focusing
on the relevant impacts of background traffic. In [37], the intra-,
and inter-protocol fairness of HighSpeed TCP, Scalable TCP, FAST
TCP, H-TCP, BIC TCP and CUBIC is analyzed focusing on the impacts
of starting time of the flows. The evaluation is based on simulations
conducting in a simple dumb-bell topology with two competing
flows. The difficult problem of the parameter settings of delay-
based TCP versions (Vegas, FAST TCP) has also been addressed by
the research community. As an example, our previous research
has resulted in solutions from a game-theoretic analysis [38,21].
We investigated fairness of delay-based TCP variants, FAST TCP in
particular, from a game-theoretic point of view, [21]. We have
shown that if the FAST TCP’s users are assumed to be selfish in
terms of setting their desired number of backlogged packets in
the buffers along their paths, then the network as a whole, in cer-
tain circumstances, would operate very inefficiently. As a result, it is
very vulnerable to selfish actions of the users. This poses a serious
threat to the possible deployment of FAST TCP in the future
Internet.

The need for creating a common performance evaluation frame-
work for TCP versions has been identified and addressed by the
IETF and IRTF working groups [39]. The goal of our paper is exactly
in line with these goals of the community. In the internet draft [40]
the metrics to be considered in an evaluation of new or modified
congestion control mechanisms for the Internet has been collected.
The most important candidate metrics like throughput, delay,
packet loss rates, response to sudden changes or to transient
events, oscillations in throughput or in delay, fairness and conver-
gence times, robustness for challenging environments, robustness
to failures and to misbehaving users, deployability, metrics for spe-
cific types of transport and user-based metrics are summarized
and discussed in this document. The performance evaluation
framework can be implemented in simulators using e.g., the net-
work simulator Ns-2 [41], test-bed analysis and real world exper-
iments. Of course, test-beds and real world experiments can
produce much more realistic results than simulations but imple-
menting a large and complex experimental scenario is challenging.
This is the reason that most of the proposals so far are restricted to
Ns-2 simulation frameworks.

A benchmark tool has been presented in [7]. This benchmark
consists of a set of network configurations (i.e., topologies, routing
matrix, etc.), a set of workloads (i.e., traffic generation rules), and a
set of metrics. The authors propose that the benchmark should be
implemented in both Ns-2 simulation mode and hardware experi-
ment mode, and they present some results from their on-going re-
search. Another TCP evaluation suite has been suggested in the
internet draft [42]. This consists of an extendable tool that auto-
mates the Ns-2 TCP simulation process as much as possible. One
can also define a set of commonly used network topologies, traffic
models and performance evaluation metrics in the tool. A similar
tool [43] has been developed based on an experiment scenario gen-
erator, consisting of a topology generator, a flow generator, and a
workload generator, which are implemented in a set of tcl scripts
for Ns-2 simulator. Based on this tool, some numerical results are
presented in [44]. Different high speed TCP proposals are analyzed
in complex network topologies with multiple bottlenecks, large
number of short-lived and long-lived flows, and variety of RTTs.
Here, the statistical behavior of large number of flows is examined
in three groups of scenarios: (1) all flows use Reno, (2) half of the
flows use Reno and the others use a high speed version, and (3) all
flows use a high speed protocol.

Our previous research has also confirmed from several point of
views that the dynamic characteristics of TCP cannot be neglected
but play a significant role in the complex mechanisms observed in
the Internet. For example, we have shown that TCP can propagate
self-similarity between distant areas of the Internet due to its dy-
namic characteristics [45].

The rest of the paper is organized as follows. In Section 3, our
main results and our methodology are summarized briefly. In Sec-
tion 2, the motivation of our work is presented and the insuffi-
ciency of Jain’s index is discussed. In Section 5 the transient and
equilibrium behaviors of different TCP versions are analyzed and
analytical results are presented. Novel metrics, namely the satura-
tion time and the main operating frequencies, are also introduced
and derived for different TCP variants. Sections 6 and 7 present the
comprehensive fairness analysis of competing high speed TCP
flows according to our methodology for intra-, and inter-protocol
cases, respectively. The impacts of starting delay are also examined
and the explanations of the experienced phenomena are given, as
well. Conclusions are drawn in Section 9.

2. Why is Jain’s index insufficient?

One of the most popular and widely accepted fairness indices is
Jain’s index [46]. It is used widespread because of its main benefits
[47]. Jain’s index has a very important role in measuring fairness
among large number of flows. It is a normalized metric being
bounded between 0 and 1, and can be defined as follows:
JI ¼ ð

P
xiÞ2=ðn

P
x2

i Þ, where xi is the normalized (e.g., average)
throughput of the i-th flow and n is the number of flows. In con-
trast to other metrics, such as variance or standard deviation of
throughput, it is independent of scale. Furthermore, it can be ap-
plied to any number of flows. Contrary to min–max ratio, it is con-
tinuous. And finally, this index has an intuitive relationship with
user perception. Jain’s index is particularly capable to describe
the long-term behavior of large number of flows. In other words,
the static characteristics of the flow competition is captured
especially.

Emerging networks bring new challenges. First, the new archi-
tectures, heterogeneous networks, mobile and wireless environ-
ments exhibit different network characteristics requiring more
attention on the dynamical aspects of the operation. For example,
in mobile environment, during an inter-system handover, the de-
lay and the bandwidth can suddenly change. As for a TCP connec-
tion, these sudden changes in delay or the high value of jitter can
cause multiple back-offs and, in extreme case, disconnection.
Second, the network traffic is mainly determined by the popular
applications. For example, web applications – generating a lot of
short-time connections (dragonflies, mice traffic) – have a great
importance today [48]. This type of traffic cannot be treated con-
sidering only the long-term properties.

As a consequence of the new network environments and prop-
erties, the dynamic behavior of the TCP flows must be taken into
consideration. On the one hand, it is obvious that the dynamic ef-
fects have significant impact on the performance and throughput
of the TCP flows (see e.g., [49]). On the other hand, we argue that
the fairness also needs to be reconsidered from the aspects of dy-
namic behavior. Jain’s fairness metric is proposed assuming a sim-
ple control system model of n sources sharing the same bottleneck
link and receiving the same feedback signal [46]. It can well de-
scribe the static properties of competing flows. However, the char-
acteristics of the new network architectures and environments
with new routing algorithms can not be well captured in all as-
pects by that model.
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We show two simple examples – competition of two flows in the
dumb-bell topology – to illustrate the deficiency of long-term analysis
and available fairness metrics. In case of two competing flows, we
expect that the equilibrium properties and thus, the fairness in
the sense of Jain’s index, do not depend on the starting time of
the flows. For example, a few seconds of starting difference be-
tween the flows can be omitted when the experiment lasts for a
very long time (e.g., more than 1 h). In Fig. 1, the performance of
two competing Scalable TCP flows is presented for three different
starting delays. In the first case, the delay is less than 5 s and the
bandwidth shares are close to each other. This fact is also con-
firmed by Jain’s index (0.960) approximating 1. The second sce-
nario corresponds to a starting delay of 15 s, and the bandwidth
is shared less fairly which is reflected by a smaller Jain’s index
(0.698). The most surprising result can be observed in the last sce-
nario. Here, the delay is increased to 50 s and the second flow only
achieves very low throughput. This unfairness is confirmed by
Jain’s index near to 1/2.

The importance of dynamic or transient analysis is illustrated
by another example when the interaction of Scalable TCP and
HSTCP can be observed. The long-term average behavior of both
flows can be approximated analytically and the average through-
put can be expressed in terms of packet drop probability [9]:

xstcp ¼
1
T

astcp

p
and xhstcp ¼

1
T

ahstcp

p0:84 ;

where xstcp; xhstcp denotes the average throughput of a single Scalable
TCP and HSTCP flow, respectively. T is an approximation of round-
trip time at the equilibrium state and astcp;ahstcp are constant param-
eters of the protocols. Thus, the equilibrium bandwidth share –
assuming that the flows meet the same drop probability – can be
expressed as follows:

xstcp

xhstcp
¼ astcp

astcp

1
p0:16 � 0:625

1
p0:16 : ð1Þ

For small values of p, it can be expected that the Scalable TCP
flow gets a slightly more bandwidth than HSTCP. However, the
experiences show significantly different behavior and HSTCP is
starved. Dynamic analysis is needed in order to understand the inter-
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Fig. 1. Performance of two competing Scalab
action. In Fig. 2, the congestion window processes and the bottle-
neck queue are shown. (The simulation corresponds to the
dumb-bell topology.) To our best knowledge, this is the first time
to explain the poor performance of HSTCP when it co-exists with
Scalable TCP. We have noticed that at the equilibrium, HSTCP
source operates in Reno mode with very low values of congestion
window. HSTCP – similarly to other high speed proposals – defines
a lower bound for congestion window (Low W parameter) and
when the current value of congestion window does not exceed
that, the HSTCP sender acts as TCP Reno applying the standard
AIMD mechanism. We use the term Reno mode (or Reno operation
mode) for this phenomenon in the rest of the paper. The root-cause
of the poor performance of HSTCP is the Reno mode behavior. But
why? We can answer this question by invoking one of the best
tools for analysis in the frequency-domain: Fourier transform
and FFT (Fast Fourier Transform). In Fig. 2, beside the time-domain
plots, the spectrum plots are depicted, as well. (We used the peri-
odogram and psdplot functions of Signal Processing Toolbox of
MATLAB to estimate and plot the power spectral density of the
data series. The periodogram function is based on the built-in
fft function implementing Discrete Fourier transform.) It can be
observed that the dynamic properties of Scalable TCP are enforced
on HSTCP – as the losses occur according to the main frequency
spike of Scalable TCP. A HSTCP flow operating at this frequency
cannot leave Reno mode.

We found that spectral analysis can provide deeper understand-
ing of the intrinsic behavior of congestion control mechanisms,
especially when the interaction of different protocols is analyzed.
For the very simple cases, when there exists a single dominant fre-
quency, that can be inferred from the time-domain plots, as well.
However, in case of multiple bottleneck links, the macroscopic
behavior can be better understood and explained by this tool. Nev-
ertheless, the time-domain and frequency-domain analysis need to
be applied together because the time information of these non-sta-
tionary processes cannot be inferred from the spectrum plots.

It has been recently debated that in case of competing flows,
starting delay can have a relevant impact on the performance
and fairness [37]. However, the explanations of the phenomena
have not been given, yet.
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3. Main results

In this section, our main results are summarized briefly while
the details of the comprehensive fairness analysis are presented
next. Since our results involve a wide range of scenarios and inves-
tigated properties, for the sake of clarity, we feel that a summary of
the main findings is needed. This section is dedicated to that objec-
tive. (For the details of the investigated topologies and scenarios,
see Section 4.) An overview of the analyzed scenarios and the ob-
served/investigated properties is given in a self-explanatory table
(see Table 2). Here, the rows correspond to different scenarios
(including intra-, and inter-protocol behavior, interaction of vari-
ous congestion control principles in different topologies, and dif-
ferent types of competition), while the columns give basic
statements on the scenarios regarding fairness and responsiveness.
The cells containing simple indicators show whether a property
can or cannot be observed in the given scenario. The presented
properties characterize the long-term and also the short-term
behavior of the interactions.

Our results can be divided into two main classes: confirmatory
results and new results. Our confirmatory observations are obvi-
ously contains already known results, as well, however, the focus
is slightly different concerning the dynamical aspects and transient
characteristics. On the one hand, by extensive analysis of a diverse
set of scenarios we have found a set of new results. We have also
shown that starting time indeed can play an important role on
the fairness of competing high speed TCP flows.

� Scalable TCP is revealed by our analysis to be one of the most
aggressive examined high speed variants. In particular, Scalable
TCP dominates all other loss-based variants, including itself,
leading to unfair share of bandwidth with other flows. In park-
ing-lot topology, Scalable TCP also shows aggressive behavior,
regardless of the length of the connection. In addition, our spec-
tral analysis shows that this property is rooted in the MIMD
design principle (MI – Multiplicative Increase – in particular)
of Scalable TCP.

� FAST TCP with appropriate parameter setting shows good per-
formance, in terms of fairness, with all other variants in a wide
range of network environments.
� Other examined high speed variants perform differently in dif-
ferent situations and scenarios.

On the other hand, our analysis also reveals, to our best knowl-
edge, new understanding to the subject:

� We showed that the impact of starting time on long-term fair-
ness of competing high speed TCP flows is conditioned on the
duration/interval of the starting itself. To illustrate this point,
we introduced a novel metric, the ‘‘saturation time” of a connec-
tion. This is the time when the start up phase ends and the con-
nection enters a periodic phase. In contrast to the somewhat
rule-of-thumb choice of the starting in the literature, our analy-
sis, taking the saturation time into account, quantifies the
impact of the starting time on long-term fairness.

� In-depth spectral analysis of competing high speed TCP flows is
also provided in the paper. On the one hand, we introduced a
new fairness related metric, namely the main operating frequen-
cies of congestion control mechanisms, and determined that for
different protocols. On the other hand, the spectral analysis tool
was intensively applied in order to characterize the interaction
of congestion control algorithms. It was suitable for revealing
interesting phenomena, especially in scenarios with multiple
bottleneck links where the macroscopic behavior is composed
of several operating frequencies that can be propagated along
the network routes (see Section 7.2.4).

We found that Scalable TCP (and in general, MIMD mechanism)
shows unfair behavior beside other loss-based flows in a wide range
of network scenarios (see the corresponding cells of Table 2). The
AIMD-like flows, even the traffic aggregates, are always starved,
regardless of the starting times (long-term unfairness). Moreover,
in certain cases, the Scalable TCP flow can force other flows to devi-
ate from their normal operation by falling back to TCP Reno oper-
ation mode. For example, this type of unfairness can always be
observed beside Scalable TCP aggregate (see Table 2). Furthermore,
the aggressive behavior of Scalable TCP is also exhibited in the
parking-lot topology with longer paths. The other flows, including
other Scalable TCP flow, are always starved (see the parking-lot
scenario of MIMD intra-protocol behavior and the parking-lot
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scenario of MIMD–AIMD interaction in Table 2). In addition, the
intra-protocol behavior and the long-term fairness of the Scalable
TCP flows are determined by the transient dynamics, i.e., the start-
ing time of the flows.

We illustrated and showed some surprising benefits of FAST
TCP, a delay-based TCP version proposed for next generation net-
works, in terms of fairness. In this respect, our main findings are
summarized in the following. In contrast to loss-based protocols,
FAST TCP with appropriate parameters can always show fair (or al-
most fair) behavior beside loss-based TCP flows (HSTCP, Scalable
TCP, and BIC TCP) in a network with a single congested link. (We
use the term ‘‘almost fair” when the long-term behavior is only
close to a fair bandwidth share. This bias in the equilibrium state
can be caused by the estimation error of baseRTT.) Concerning
the dynamics of TCP starting times the fair or almost fair state is
achieved by different ways:

� If the FAST TCP flow starts first then a fair and quasi stable equi-
librium state can always be directly achieved.

� In case of a later entering of FAST TCP flow the equilibrium state
is reached through an oscillating transient phase with a length
depending on the starting time and other parameters.
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We have also found that this fair behavior of FAST TCP seems to
be a robust property of the protocol which still holds in an aggre-
gated traffic mix or in different topologies (see Table 2). More spe-
cifically, we have found that FAST TCP can achieve good utilization
against aggregates of loss-based variants (HSTCP, Scalable TCP, and
BIC TCP), and it can also share the bottleneck bandwidth fairly with
single loss-based flows in simple parking-lot topology (with one con-
gested link). Using appropriate parameters, the beneficial fairness
properties still holds for network with multiple congested links, how-
ever, in general, the increasing number of bottleneck links may result
in performance degradation. We should also note that this property
holds for a certain range of the parameter a depending on the ac-
tual network topology, flow parameters, etc. To find a method
which can continuously change this parameter according to the
network and flow environments to keep this property broadly gen-
eral is a good point of future research.

4. Details of network environment and TCP parameters

Our comprehensive fairness analysis of competing high speed
TCP protocols and the validation of the analytical results are car-
ried out in the Ns-2 [41] simulation environment. Our simulation
scripts regarding different network scenarios can be found in [2].
The different high speed transport protocols are integrated in the
environment. Ns-2 version 2.27 includes the algorithm of High-
Speed TCP, while the Scalable TCP control mechanism can easily
be implemented. The Ns-2 source code of BIC TCP is used from
[50], and the FAST TCP implementation is borrowed from [51].

The examined dumb-bell topology containing one bottleneck
link is shown in Fig. 3(a). The quite large link delay simulates trans-
atlantic link characteristics. However, the experienced phenomena
are similar for networks with smaller propagation delays. (Illustra-
tive examples are given in Section 8.) The queueing mechanism
corresponding to the bottleneck link is drop-tail. We do not con-
sider the impacts of the buffer size in our analysis and the buffers
are set according to the bandwidth-delay product. We found that
the quantitative properties of competing flows are affected by
the size of the buffers in the network; however, the basic phenom-
ena and the qualitative characteristics do not depend on this
parameter. We also investigate a simple parking-lot topology
(Fig. 3(b)), where the impacts of different round-trip times (RTT)
can be revealed. Here, only the second link is congested. In case
of these scenarios, a simulation contains two competing flows
Fig. 3. Network
starting at different time instants and performing an infinite FTP
download. Investigating the impacts of the starting time, different
values are chosen. More exactly, on the one hand, we analyze sce-
narios when the second flow enters later than the saturation time
of the first flow (e.g., with 50 s delay), and on the other hand, sce-
narios with smaller delay (e.g., with 15 s delay) are also examined.
In the dumb-bell topology, the competition of a later entering flow
against a traffic aggregate containing 10 flows using the same pro-
tocol is also analyzed.

Topologies with multiple congested links are also investigated.
The first scenario (Fig. 3(c)), referred as inhomogeneous parking-
lot topology, contains two congested links with different propaga-
tion delays. The link delays are significantly smaller in this envi-
ronment than the transatlantic example. A complex parking-lot
topology with five nodes (Fig. 3(d)) is also considered, where all
links are congested. In these scenarios, one FAST TCP flow traverses
across the backbone containing two or four congested links,
respectively, and flows with loss-based protocols use single links.

During the evaluation, the default parameter set of the proto-
cols is used (see [12,13]). HSTCP and Scalable TCP apply the Lim-
ited Slow-Start (LSS) mechanism [52], as well. In case of FAST
TCP, the appropriate parameters (a and b) of the protocol are cho-
sen to get fair operation as FAST TCP flow occupies the half of the
bottleneck buffer (or buffers). The parameters of the simulations
are summarized in Table 3.
5. Transient and equilibrium analysis of TCP versions

In order to understand the behavior of large number of TCP
flows in realistic network environments, the first step has to be
the investigation of individual flows. Different congestion control
principles result in different traffic characteristics. In this section,
the behavior of individual flows is summarized in order to gain a
basic knowledge of the behavior of different congestion control
principles. Here, the investigation is carried out considering the
simple dumb-bell topology.

The performance of a single flow can be analyzed in two sepa-
rate operating regimes. The first phase is a transient phase while
the second one corresponds to an equilibrium behavior. Regarding
the two operating regimes, we introduce novel metrics – capturing
short-term and long-term dynamic properties – that can play
important roles in the characterization of interacting flows and
fairness performance. We present our methodology through the
topologies.
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example of Scalable TCP protocol. By this approach, other TCP vari-
ants can easily be treated and the important parameters can be de-
rived analytically.

5.1. Initial dynamics – saturation time

In this section, we focus on the initial phase which plays a sig-
nificant role of the performance of an entering flow. We introduce
a new performance metric, namely, the saturation time, as the
length of this transient phase. This metric can be defined for a
loss-based protocol as the time from the starting till the first pack-
et drop. In Fig. 4, the saturation time and different phases of an
individual Scalable TCP flow are presented as an illustration.
Increasing the congestion window (and sending rate) of the source,
the bottleneck link will be saturated after a while (link saturation).
After this event, the buffer is filled by the new arriving packets. The
time instant when the buffer is full at the first time is the satura-
tion time. For a delay-based protocol, depending on the network
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environment (buffer size, parameters of the protocol), packet
losses can be avoided during the operation. In these cases, the net-
work is said to be saturated when the congestion window has set-
tled down around the equilibrium state or the source has entered
the delay-based (‘‘AIAD-like”) operating regime.

Various TCP versions apply different mechanisms during the
initial phase. A source generally starts sending according to a
Slow-Start-like manner using a multiplicative increase algorithm
with a protocol-dependent parameter. This means that the conges-
tion window is increased by a constant value for each acknowl-
edgement received. In our particular cases, the protocols use the
following mechanisms. The behavior of HSTCP and Scalable TCP
is determined by the Slow-Start and Limited Slow-Start algorithms.
With certain network parameters, the Limited Slow-Start phase
can be left for the additive increase (HSTCP) or the multiplicative
increase (Scalable TCP) phase, before the first packet drop. BIC
TCP applies a multiplicative increase algorithm beside the standard
Slow-Start mechanism. FAST TCP also increases its congestion
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Approximation of saturation time of different protocols.

Scalable TCP
t̂sat ¼ tLSS þ R0

lg
R0 C

WLSS
lgð1þaÞ þ eR

lg
R0 CþB

R0 C

lgð1þaÞ
� 26 s

HSTCP t̂sat ¼ tSS þ R0
R0 C�max ssthresh

max ssthresh=2
þ eR B

max ssthresh=2
� 42 s

BIC TCP t̂sat ¼ R0
lgmax ssthresh

lg 2 þ R0
lg R0 C
max ssthresh

lgð1þaÞ þ eR
lg

R0 CþB
R0 C

lg 1þa � 12 s

FAST TCP t̂sat ¼ R0
lg R0C

2 þ tAIAD � 2 s
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window according to a multiplicative increase algorithm if it is far
from the equilibrium state. As a result, to understand the satura-
tion behavior of different protocols, we have to understand the
operation of basic algorithms used in the initial phases.

As an illustration, the saturation time of a Scalable TCP flow is
derived. Our simulation results corresponding to this scenario are
shown in Fig. 4 with the main parameters. During the consecutive
phases of initial operation, the Slow-Start, Limited Slow-Start (LSS)
and Scalable TCP’s multiplicative increase mechanisms are applied.
In [2], we summarize the main characteristics of these analytically
tractable control algorithms and we derive the relevant parame-
ters, as well. The following variables are used throughout this sec-
tion: C;R0;B denote the capacity, the round-trip propagation delay
and the buffer size corresponding to the bottleneck link, while a
and b are the parameters of Scalable TCP. In our scenarios, the
Slow-Start phase is left when the initial threshold ðssthresh ¼
100 pktsÞ is exceeded. This time instant can easily be expressed
as tSS ¼ R0log2ssthresh � 0:664 s. After tSS, the source operates
according to the LSS mechanism using the default parameter
ðmax ssthresh ¼ 100 pktsÞ. LSS operates in congestion avoidance
mode in the Ns-2 implementation till the first packet drop. It af-
fects the increase mechanism of cwnd comparing the increment
of the congestion control mechanism (e.g., Scalable TCP, HSTCP)
with its own increment and the maximum of these values is used.
With this algorithm, a faster convergence can be achieved when
the source sending rate is far from the equilibrium value. In
Limited Slow-Start phase, cwnd is increased by at most
max ssthresh=2 per round-trip time. The end of the LSS phase,
actually, can be caused by a packet drop or the fact that the proto-
col’s increase mechanism ‘‘suggests” more aggressive increment
than the LSS algorithm. In our simulations, the end of this phase
depends on the protocols and other network parameters, as well.
In case of Scalable TCP, the end of LSS phase can be expressed as
follows (see [2] for details):

tLSS ¼ R0
lgmax ssthresh

lg 2
þ R0

WLSS � max ssthresh

max ssthresh=2
� 10:46 s;

ð2Þ

where WLSS is the value of congestion window triggering the end of
LSS (when the increment of the LSS algorithm and the MI mecha-
nism are equal), and it can be expressed by the multiplicative in-
crease parameter ðaÞ of Scalable TCP and the LSS parameter
ðmax ssthreshÞ as follows:

WLSS ¼
max ssthresh=2

a
¼ 5000 pkts: ð3Þ

After Limited Slow-Start, the multiplicative increase mecha-
nism of the protocol operates. Till the first packet drop, two qual-
itatively different phases can be identified. During the first period
(denoted by t0), the buffer is empty and the queuing delay is zero.
The congestion window is growing from WLSS to the BDP ðR0CÞ
according to the MI mechanism, and by the end of this phase (de-
noted by t0) the link has been saturated. Thus, the link saturation
time can easily be determined:

t0 ¼ tLSS þ t0 ¼ tLSS þ R0

lg R0C
WLSS

lgð1þ aÞ � 15:6 s: ð4Þ

The second phase of the MI mechanism (denoted by t�) lasts
from the link saturation time till the saturation time (when the
buffer is also saturated). During this interval, the bottleneck queue
is growing, and the queueing delay has a significant impact on the
congestion window process. However, the length of this period can
also be determined by solving differential equations describing the
dynamics of congestion window and the behavior of the queue. In-
stead of solving analytically not tractable differential equations
(with varying delays and recursive arguments), a simple approxi-
mation can be applied. In this phase, the congestion window is in-
creased from W0 ¼ R0C to R0C þ B according to the multiplicative
increase mechanism. Approximating the increase of the queueing
delay by a linear function, the round-trip time can be treated as
a constant with a mean value corresponding to a state when the
half of the buffer capacity is used: eR ¼ R0 þ B=ð2CÞ. Thus, the satu-
ration time can be expressed as follows:

t̂saturation ¼ t0 þ t� ¼ t0 þ eR
lg R0CþB

R0C

lgð1þ aÞ � 26:05 s: ð5Þ

The analytically derived parameters and the approximation of
saturation time meet well the simulation results presented in
Fig. 4. In Table 4, we summarize our results on the transient behav-
ior of different protocols (for details, see [2]).

5.2. Equilibrium behavior

On the one hand, after the saturation time, an individual flow
using a loss-based protocol shows periodic equilibrium behavior
with periodic packet losses. The relevant parameters characteriz-
ing this state can also be derived analytically for the protocols,
respectively. We introduce the main operating frequencies gained
from the spectral characteristics of the congestion window pro-
cesses as another novel metric that can be used beside the satura-
tion time to get an enhanced characterization of congestion control
mechanisms. On the other hand, a single delay-based protocol can
realize stable equilibrium state without oscillation or packet drops
in the network. To understand the long-term behavior of individual
flows is crucial in order to understand the interaction of different
flows later. In this section, we summarize the long-term character-
istics of the examined protocols. Further details and the analytical
derivations can be found in [2].

As a simple illustration, we present the long-term behavior of
an individual Scalable TCP flow. The MIMD mechanism of the pro-
tocol – operating during the equilibrium state – yields a time per-
iod k ¼ � logð1� bÞ= logð1þ aÞ (expressed in RTT). After the first
packet drop, the Scalable TCP source operates around an operating
point when the bottleneck queue is approximately full. Thus, the
round-trip time ðRðtÞÞ can be approximated at that operating point
by RðtÞ � eR ¼ R0 þ B=C, where R0 is the round-trip propagation de-
lay, C is the bottleneck capacity, and B is the buffer length. In our
example eR � 0:2 s. According to these results, the time of a period
ðtperiodÞ can be approximated by keR � 2:6 . . . 2:8 s. The analytical re-
sult well captures the periodic behavior experienced in the simula-
tions. In Fig. 4, the length of a period tperiod � 2:9 s. This period also
contains the time which is needed for retransmit and recovery. The
spectrum of the congestion window process can also be derived.
The relevant part of the spectrum is shown in Fig. 4(b) (top). The
main spike corresponding to the dominant frequency can be seen
at approximately x ¼ 0:341/s which meets well the equilibrium
time period derived analytically.

For the other loss-based protocols, the periodic characteristics
can be determined in a similar way. The details of analytical deri-
vations can be found in [2]. In Fig. 4(b), we show the spectrum
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plots of the congestion window processes of individual flows. The
main frequency spike of HSTCP can be seen at approximately
x ¼ 0:0651/s which is significantly smaller than the frequency of
Scalable TCP. The control mechanism of BIC TCP yields two main
spikes at 0:041/s and 0:061/s, respectively. The equilibrium state
of an individual delay-based FAST TCP flow shows stable behavior
significantly different form the oscillating nature of loss-based pro-
tocols. During the connection, the size of the bottleneck queue is
kept between the a and b parameters of the protocol, and losses
do not occur.

6. Intra-protocol behavior

In the previous section, the behavior of individual flows and
congestion control mechanisms were analyzed in a simple network
environment. As an essential requirement, a TCP protocol should
guarantee fair behavior among flows using that protocol. The next
step of our investigation involves the analysis of the interaction of
the same TCP flows in order to get a basic knowledge of the net-
work behavior when all the sources use the same transport proto-
col. This topic has received more attention recently, and a lot of
results can be found in the literature (see e.g., [8,5]). Therefore,
the aim of this section is rather to get a basic knowledge and to
confirm and explain certain results than to provide a comprehen-
sive study.

The details of our analysis can be found in [2]. Here, we
summarize only our main findings and the main properties of
the intra-protocol behavior for different types of congestion con-
trol principles. More specifically, the interaction of similar Scalable
TCP, HSTCP, BIC TCP and FAST TCP flows is examined in the dumb-
bell and in the simple parking-lot topology. The impacts of the
starting time and the competition of individual flow against traffic
aggregate are also investigated.

6.1. Scalable TCP

Our first statement is the following: the MIMD mechanism can-
not guarantee the fair behavior among flows using the same MIMD
algorithm assuming synchronized losses even in very simple network
environment. More exactly, the performance of the competing Scal-
able TCP flows are mainly affected by the starting time of the flows.

As an illustration, the competition of two Scalable TCP flows in a
very simple dumb-bell topology is presented. The congestion win-
dow processes and the dynamics of the bottleneck queue are
shown in Fig. 5(a and b) for two different starting delays. In the
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first scenario, the second flow enters the network after the satura-
tion time of the first one (50 s), while the second scenario corre-
sponds to a delay (15 s) smaller than the saturation time. As a
consequence of the properties of the MIMD algorithm, during the
equilibrium phase, the two sources operate at the same frequency.
The performance of the second flow and the fairness are mainly
determined by the state of the first flow at the time instant of
entering. Thus, the synchronized losses and synchronized periods
of the two Scalable TCP flows can cause an unfair equilibrium state
and unfair bandwidth share when the second flow is starved.
Moreover, a later entering Scalable TCP flow shows very poor per-
formance competing with a traffic aggregate of Scalable TCP flows.
The queue process and the congestion window process of the traf-
fic aggregate (as the sum of the individual processes) and the late
entering flow are shown in Fig. 5(c). Here, the competition of a sin-
gle flow against a traffic aggregate of 10 flows are presented. Start-
ing times of the traffic aggregate flows are uniformly distributed
within the first 5 s while the last flow enters 50 s later. Because
of the basic properties of the MIMD algorithm, the dominant fre-
quency of the traffic aggregate equals the one derived for a single
Scalable TCP flow (see Fig. 4(b)). The main frequency spike can
be observed at approximately 0:341/s in both cases. The later
entering flow shows very poor performance operating in Reno
mode which is a serious disadvantage of the protocol from practical
aspects.

6.2. AIMD-like mechanisms

The less aggressive congestion control schemes using additive or
slower (logarithmic) increase mechanisms are able to realize fair equi-
librium states for similar flows; however, the transient phases can last
unacceptable long time. In case of HSTCP and BIC TCP, the starting
time has an impact on this transient phase but the long-term
behavior is not affected.

As an illustration, we present some results on the intra-protocol
behavior of HSTCP. The adaptive nature of the protocol originates
from considering the current value of the congestion window dur-
ing the ‘‘rate” adjustment. In Fig. 6, the dynamics of congestion
windows and the bottleneck queue are shown for three different
scenarios using the dumb-bell topology. These scenarios are simi-
lar to the previously presented ones for Scalable TCP (two flows –
50 s delay, two flows – 15 s delay, traffic aggregate – individual
flow). Our results show that in case of HSTCP flows operating in sim-
ple dumb-bell network environment, the starting delay has an impact
on the convergence time; however, the long-term fairness is not
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affected and a fair equilibrium state is realized. In Fig. 6(c), the verti-
cal axes of the congestion window plot corresponding to the traffic
aggregate (left axis) and the individual flow (right axis) are scaled
differently. A fair equilibrium state is realized after a quite long
transient period. (The ratio of the congestion window of the indi-
vidual flow and the sum of the congestion windows of the aggre-
gate is approximately 1:10.) HSTCP flows – similarly to TCP Reno
– show RTT unfairness reaching unfair equilibrium states in the
parking-lot topology. This property does not depend on the start-
ing time of the flows.

6.3. FAST TCP

The delay-based FAST TCP with appropriate parameters can
achieve fair or almost fair equilibrium states very quickly in simple
network topologies. However, the good properties do not hold in more
complex network environments. The equilibrium state in certain
cases depends on the starting delay of the flows. (During our inves-
tigation, the parameters – a and b – of the protocol are set to sim-
ilar values for intra-, and inter-protocol scenarios. These
parameters yield an operation when the half of the bottleneck buf-
fer is targeted by the FAST TCP flow.)

In Fig. 7(a), the behavior of two competing FAST TCP flows oper-
ating in the simple parking-lot topology (only one link is congested)
is shown as an illustration. In the figure, the dynamics of the bottle-
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Fig. 7. Intra-protocol be
neck queue, the congestion windows and the bandwidth shares are
presented. An unstable equilibrium state with oscillation is achieved
after a short transient phase. Both FAST TCP flows attempt to occupy
the half of the buffer yielding buffer overflows and packet drops. This
behavior can be explained by the ‘‘hybrid” congestion control mech-
anism of FAST TCP. When FAST TCP detects a packet loss, the conges-
tion window is halved similarly to TCP Reno (multiplicative
decrease). This adjustment causes the sudden decrease of bottleneck
queue size and round-trip delay, as well. As the increment of FAST
TCP is proportional to the distance from the targeted state, an aggres-
sive growing of the congestion window can be observed after a loss-
recovery period till the next packet drop that occurs around the same
state as previously. These mechanisms yield an ‘‘MIMD-like” oscilla-
tion. Because of the loss synchronization effect, the two flows show
the same long term operation. The main frequency of this periodic
behavior – which is mainly determined by the round-trip time and
loss-recovery time – is exhibited at the frequency of approximately
1.64 Hz. In spite of this unstable interaction, the average bandwidth
share is near to a fair state. This fact is also confirmed by the Jain’s in-
dex (0.861). We have further observed that the interaction of com-
peting FAST TCP flows depends on the starting time of the sources,
the estimation of the baseRTT and other parameters (e.g., threshold
of multiplicative increase) of the protocol.

Surprisingly, the good fairness properties of FAST TCP do not
hold in more complex network environments. In Fig. 7(b), the
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simulation results corresponding to a complex parking-lot topol-
ogy consisting of four congested links are presented. In these sce-
narios, the first flow traverses four congested links (backbone)
while the other flows use only single links. The sources use the
same set of parameters and the flow on the backbone starts first.
The later entering flows force packet drops and the congestion
windows settle down at the same stable equilibrium state for all
sources. Hence, the bandwidth share is not fair and the flow on
the backbone is starved. (On the longer path, much higher cwnd
would be needed for fair bandwidth share.) As a result, FAST TCP
flows with the same parameters in a complex network environment
with multiple congested links cannot share the bandwidth fairly. It
is worth noting that increasing the a parameter of the flow on
the backbone a better performance can be achieved.

7. Interaction of TCP versions

In the previous sections, the behavior of individual flows and
the competition of flows applying the same congestion control
mechanism have been discussed. Today, it is an important question
that the recently proposed transport protocols how can live beside
each other in a shared network environment. The current section is
devoted to answer this question and investigate the interaction of
the most important congestion control approaches. This compre-
hensive study is the main part of our work and contains the most
exciting and sometimes surprising observations. On the one hand,
we analyze known phenomena but also extend the investigation to
a wider range of network environments and situations to get more
general results (horizontal research). Beside this confirmatory type
analysis, on the other hand, we explain the experienced phenom-
ena (vertical research).

(In this paper, the interaction of AIMD-based mechanisms, more
specifically, the competition of HSTCP and BIC TCP is not analyzed.
The results in this case are not surprising and can be assessed
according to our background knowledge. However, our results
are summarized in [2].)

7.1. Scalable TCP – other loss-based protocol using additive increase
mechanism

An essential part of a loss-based high speed transport protocol
is the adequate increase mechanism. On the one hand, the multi-
plicative increase algorithm increases the congestion window by
a constant value for each acknowledgement independently the
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Fig. 8. Inter-protocol behavior: Scalable TCP – ot
current value of the window. On the other hand, adaptive additive
increase mechanisms can change the increment according to the
current value of the congestion window. (The exact parameters
and the dynamic nature are different for these AIMD-like proto-
cols.) It is an important question that how the two types of increase
mechanism can work together. This section gives answers to this
question based on the analysis of a diverse set of scenarios.

7.1.1. Dumb-bell topology: single flows
To reveal the basic properties of the interaction, first we inves-

tigate the competition of two single flows in a simple dumb-bell
topology.

A surprising phenomenon can be observed when a HSTCP source
enters the network after a Scalable TCP flow has achieved its maxi-
mal sending rate. Our first example is shown in Fig. 8. Here, the con-
gestion window processes and the dynamics of the bottleneck queue
are presented. In this scenario, the HSTCP source starts sending after
the saturation time of the Scalable TCP flow (the delay is exactly
50 s). HSTCP starts sending according to the Slow-Start algorithm
and the first packet drop occurs synchronized with the other flow
and triggers the congestion avoidance phase. Losses (caused by buf-
fer saturations) occur synchronized between the two flows during
the connection. The periodic behavior of HSTCP is exactly deter-
mined by Scalable TCP and a common time period is exhibited. In
our simulation example, the time period of Scalable TCP is approxi-
mately 13–14 RTT. During this time interval, HSTCP can achieve a
maximum increment of 13aðWÞ of cwnd, while the decrement
ðbðWÞÞ is greater yielding a decreasing trend. In the equilibrium
state, cwnd will be smaller than Low Window parameter of HSTCP
which results in TCP Reno operating mode ðaðWÞ ¼ 1; bðWÞ ¼ 0:5Þ
and poor performance. During the equilibrium state, Scalable TCP
forces the HSTCP flow to deviate from its normal operation. The
starting time of HSTCP affects only the length of the transient phase.
Moreover, when HSTCP starts before the saturation time of Scalable
TCP or the sources start at the same time, the equilibrium states are
the same, only the length of the transient time differs.

The interaction between Scalable TCP and BIC TCP shows simi-
lar characteristics when the Scalable TCP flow starts first. The later
entering BIC TCP flow cannot achieve significant rate; however, the
performance is not as poor as in the previous case (‘‘non-Reno
mode”). As an illustration, the cwnd processes and the queue
dynamics are shown for 15 s starting delay in Fig. 8(b). The equilib-
rium state does not depend on the starting time of the BIC TCP
flow.
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A better performance is expected when the Scalable TCP enters
later the network. Surprisingly, the results do not meet the expec-
tations and the starvation of AIMD-like flows can be observed in
these cases, too. As an example, we examine the interaction of a
HSTCP flow and a 50 s later entering Scalable TCP flow. The simu-
lation results are shown in Fig. 9. At the time of starting Scalable
TCP, HSTCP has achieved its equilibrium state with a time period
of thstcp. Scalable TCP starts with Slow-Start/Limited Slow-Start
and the bottleneck queue is fed by the traffic aggregate of the
two flows. The extra traffic of Scalable TCP in the queue results
in a decreasing time period, i.e., the synchronized losses occur
more frequently. During shorter time periods, cwnd of HSTCP can-
not achieve the value that was just before the reduction. In con-
trast with HSTCP, cwnd of Scalable TCP – adjusted according to
the multiplicative increase algorithm – exceeds the value that
has been reached before the reduction at the end of a period. Thus,
the length of a period converges to the time period of Scalable TCP
ðtscalableÞ and cwnd of HSTCP shows a decreasing trend while cwnd

of Scalable TCP is increasing. The equilibrium state is the same as
it was experienced previously. The same phenomena can also be
observed in the frequency-domain. In Fig. 9, the spectrum plots
are shown beside the time-domain plots. The diagrams confirm
that the long-term network behavior is mainly determined by
the Scalable TCP flow, since the bottleneck queue shows the same
dominant frequency as the MIMD mechanism.

In case of BIC TCP, the phenomena are similar. The long-term
performance and the equilibrium behavior are the same when
the BIC TCP flow starts first or later. It is worth noting, that BIC
TCP achieves better utilization than HSTCP because it can leave
Reno mode.

We have found that single AIMD-like flows are always starved
by an individual Scalable TCP flow and the starting delay of the
flows has an impact only on the transient characteristics.

7.1.2. Dumb-bell topology: traffic aggregate – single flow
After the investigation of two interacting flows, this section

deals with more realistic scenarios when one single flow competes
with a traffic aggregate using the other type of congestion control
mechanism. The simulation results are presented when the late
entering flow competes with 10 other flows operating in their
equilibrium state. (The starting times of the traffic aggregate flows
are uniformly distributed within the first 5 s.)

Our first observation is that the later entering AIMD-like flow
cannot achieve significant bandwidth share against the Scalable
TCP aggregate and HSTCP and BIC TCP operate as TCP Reno
ðcwnd < 30Þ. The bottleneck queue and the cwnd processes corre-
sponding to the two scenarios are shown in Fig. 10. The upper parts
of the figures relate to the queuing processes while the lower parts
correspond to the traffic aggregates and the individual flows. In
case of the aggregate, the data is the sum of the data series of
the individual congestion windows. The periodic behavior of the
individual AIMD-like flow is exactly determined by the MIMD
mechanism of Scalable TCP, since the spectrum of HSTCP and BIC
TCP shows the same dominant frequency spikes. (Here, we only
present the dominant frequencies and the spectrum plots are omit-
ted. Further analysis can be found in [2].) As a consequence of the
MIMD algorithm, the spectral behavior of the Scalable TCP aggre-
gate is similar to the behavior of an individual flow.

The next disadvantage of Scalable TCP is shown in Fig. 11. Sur-
prisingly, the individual Scalable TCP flow can starve the HSTCP
and BIC TCP aggregates, as well. On the one hand, HSTCP flows
operate in Reno mode achieving very low utilization at the equilib-
rium state and their periodic behavior is determined by the single
Scalable TCP flow. On the other hand, the performance of the BIC
TCP aggregate is better (‘‘non-Reno mode”); however, the domi-
nance of the Scalable TCP flow is significant.

7.1.3. Simple parking-lot topology
Finally, the interaction of the MIMD and AIMD-like protocols is

analyzed in a simple parking-lot topology (with one congested
link). In these scenarios, the impacts of the different round-trip
times can be revealed. The simulation results of the scenarios when
the Scalable TCP flow possesses the shorter RTT are presented in
Fig. 12(a and b) for HSTCP and BIC TCP, respectively. As it can be
expected, Scalable TCP with the shorter RTT always starves the
other flow. Starting time has an impact on the transient character-
istics, while the equilibrium behavior is similar in different cases,
i.e., HSTCP and BIC TCP operate in Reno mode achieving very low
rate. In these scenarios, the network behavior is determined by
the Scalable TCP flow.
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An important property of Scalable TCP arises when it traverses
the longer path. Illustrative results are shown in Fig. 13. The HSTCP
and BIC TCP flows are also starved as a result of the aggressive nat-
ure of the MIMD algorithm; however, the performance is slightly
better than in Reno mode.
7.1.4. Results
Our main findings are the following. The MIMD mechanism

cannot guarantee the fair behavior with AIMD-like protocols using
adaptive additive increase algorithm. Because of the aggressive and
static characteristics of the multiplicative increase control of
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Scalable TCP, it starves other flows with AIMD protocols in a wide
range of network environments. The aggressive nature of the
MIMD mechanism is exhibited in the parking-lot topology and in
the competition against traffic aggregates, as well. We found that
the long-term interaction of these protocols is not affected by the
starting delay. Starting delay has an impact on the transient phase
and the convergence time.

7.2. FAST TCP – loss-based protocols

In this section, we illustrate and show some surprising benefits
of a promising delay-based protocol in terms of fairness. The inter-
action of FAST TCP and loss-based congestion control mechanisms
is investigated in a diverse set of network scenarios.

7.2.1. Dumb-bell topology: single flows
First, we focus on the competition of single flows in the dumb-

bell topology. In our first scenarios, FAST TCP source starts the
transmission and the other flow – using loss-based protocol – en-
ters the network when the first one has achieved its maximal send-
ing rate. The simulation results corresponding to a starting delay of
50 s are presented in Fig. 14 for Scalable TCP (a), HSTCP (b) and BIC
TCP (c). During the transient phase, the delay-based decrease algo-
rithm of FAST TCP (roughly an additive decrease mechanism) inter-
acts with the increasing control mechanism of the other protocol
(Limited Slow-Start and multiplicative increase in case of Scalable
TCP, Limited Slow-Start in case of HSTCP, and multiplicative in-
crease in case of BIC TCP). As a consequence of the adequate
parameter setting of FAST TCP, the congestion window processes
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converge to a fair equilibrium state. The convergence time is deter-
mined by the loss-based protocol. After the transient period, the
two flows show periodic behavior. The spectral behavior of FAST
TCP follows the periodic operation of the loss-based protocols. For
example, when Scalable TCP reduces its congestion window, FAST
TCP can increase the number of packets in the bottleneck queue
performing a delay-based increase that is approximately equiva-
lent to an additive increase mechanism. During the second part
of a period, the multiplicative increase of Scalable TCP interacts
with the roughly additive decrease of FAST TCP. Thus, the periodic
behavior is affected by the interaction of an ‘‘AIAD-like” and an
MIMD algorithm. The common time period and the dynamics of
the bottleneck queue are determined by the time period of Scalable
TCP. It is worth noting that losses do not occur during the FAST TCP
connection and the equilibrium state is quasi stable. The equilib-
rium behavior of FAST TCP and HSTCP is very similar. Here, the
interaction of the ‘‘AIAD-like” and the AIMD mechanisms results
in a longer time period. BIC TCP also exhibits longer time period
during the equilibrium phase.

In the next scenarios, the FAST TCP source enters later into the
network and try to catch the half of the capacity of the bottleneck
link. The simulation results corresponding to 15 and 9 s delays are
presented in Fig. 15(a–c). In these scenarios, after a very short tran-
sient period, the congestion windows settle down again around an
equilibrium state. An important benefit of FAST TCP can be ob-
served in the plots. The protocol with our (adequate) parameters
can achieve significant bandwidth share against Scalable TCP,
HSTCP and BIC TCP, too. Moreover, the equilibrium state is fair if
the baseRTT estimation of the FAST mechanism is accurate. This
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estimation depends on the current state of the bottleneck buffer at
the time of entering, i.e., exact estimation can be computed before
the link saturation time (if the buffer is empty).

A significantly different behavior can be experienced by increas-
ing the starting delay of the FAST TCP flow (to be greater than the
saturation time of the other protocol). As an illustration, first, the
simulation results of the competition of a Scalable TCP flow (MIMD
mechanism) and a FAST TCP flow corresponding to 50 s delay are
shown in Fig. 16. This behavior can be examined in the fre-
quency-domain, too. The power spectral density (PSD) functions
of the cwnd process and the bottleneck queue process are also
shown in Fig. 16. The good performance of FAST TCP can be ex-
plained by the special control algorithm used by the protocol.
When FAST TCP is far from the equilibrium sending rate, the win-
dow is increased aggressively in a roughly multiplicative manner.
As the bottleneck queue operates around its full state, during the
transient period, FAST TCP also suffers from losses and halves the
cwnd. After a recovery period, the ‘‘MI-like” increase is performed
until the next loss. After a long and oscillating transient phase, the
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Fig. 16. STCP–FAST T
common periodic equilibrium behavior previously seen is exhib-
ited when FAST TCP does not suffer from losses. The dominant fre-
quency of a single Scalable TCP flow ðx � 0:341=sÞ occurs in the
PSD of FAST TCP (with lower energy value) as well, while the pres-
ence of a higher frequency component can also be observed corre-
sponding to the oscillation of the transient phase. These two
frequency spikes mainly determine the dynamics of the bottleneck
queue. It is worth noting, that the equilibrium state is only near to
the fair behavior and rather an almost fair bandwidth share is real-
ized. This long-term bias is caused by the overestimation of
baseRTT which originates from the fact that FAST TCP does not
meet empty buffer. However, this slight bias in fairness can be
compensated by the tuning of the a parameter of FAST TCP (see
Section 7.2.5).

The interaction with AIMD-like protocols possesses similar
characteristics. As an illustration, the simulation results of BIC
TCP are presented in Fig. 17. Here, the transient period is shorter
and FAST TCP follows the spectral behavior of BIC TCP at the equi-
librium state. We observed that the length of the transient period
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depends on the starting time and other parameters of FAST TCP, as
well. In all cases, the almost fair behavior is exhibited.

7.2.2. Dumb-bell topology: traffic aggregate – single flow
In this section, a more realistic situation is analyzed. More spe-

cifically, a FAST TCP flow enters the network (simple dumb-bell
topology) where a traffic aggregate of a loss-based protocol has
fully utilized the bottleneck link.

First, the interoperation with AIMD-like flows is presented. As a
demonstrative example, the simulation results of competing
HSTCP aggregate and a single FAST TCP flow are shown in
Fig. 18. In this scenario, the aggregate contains 10 HSTCP flows
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and the FAST TCP source enters with a delay of 50 s. The FAST
TCP flow is able to occupy half of the bottleneck bandwidth beside
HSTCP flows (if the parameters are well chosen), and the behavior
is similar to the behavior of two competing flows: FAST TCP real-
izes a quasi-stable equilibrium state without losses. The competi-
tion with BIC TCP aggregate is also similar to the interoperation
of single flows.

Second, we focus on the performance of FAST TCP beside a traf-
fic aggregate of MIMD flows. In contrast to AIMD-like protocols,
the interaction of FAST TCP with Scalable TCP aggregate shows
long-term oscillation. An example is given in Fig. 19. (The scenario
is similar to the previous one.) Here, the characteristics of the
10−1 100
0

5

10

15
x 106

PS
D 

(P
ow

er
/H

z)

Frequency domain

10−1 100
0

0.5

1

1.5

2
x 107

PS
D 

(P
ow

er
/H

z)

10−1 100
0

2

4

6
x 106

Frequency (Hz)

PS
D 

(P
ow

er
/H

z)

gate–FAST TCP.



50 100 150
0

5000

10000
Time domain

Q
ue

ue
 [p

kt
s]

50 100 150
0

1

2
x 10 4

ST
C

P 
ag

gr
eg

at
e

C
w

nd
 [p

kt
s]

50 100 150
0

5000

10000

15000

FA
ST

 T
C

P
C

w
nd

 [p
kt

s]

time [sec]

10−1 100
0

1

2

3
x 10 8

PS
D

 (P
ow

er
/H

z)

Frequency domain

10−1 100
0

1

2

3

4
x 10 6

PS
D

 (P
ow

er
/H

z)

10−1 100
0

1

2

3
x 10 8

Frequency (Hz)

PS
D

 (P
ow

er
/H

z) FAST oscillation 

STCP behavior 

No stable equilibrium 

Fig. 19. STCP aggregate–FAST TCP.

1478 S. Molnár et al. / Computer Communications 32 (2009) 1460–1484
equilibrium behavior is determined by the interaction of the MIMD
mechanism of Scalable TCP and the ‘‘MIMD-like”, oscillating oper-
ation of FAST TCP. In this network environment, FAST TCP is not
able to reach a stable (or quasi stable) state and suffers from losses.
The spectral characteristics of the bottleneck queue process is
mainly determined by this ‘‘FAST oscillation” as it can be inferred
from the spectrum plots. Despite the unstable operation, the
achieved throughput of the FAST TCP flow approximates the half
of the bottleneck capacity (as it is targeted by the parameters)
resulting in good performance. Nevertheless, this oscillation can
be alleviated by increasing the congestion window update period
of FAST TCP resulting in a less responsive behavior.

We found that FAST TCP can always achieve good performance
and fair (or almost fair) behavior against traffic aggregate of loss-
based protocols; however, the long-term behavior depends on
the other protocol, as well.
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7.2.3. Simple parking-lot topology
Our next step is the examination of the impact of different

round-trip times on fairness. Here, we show some demonstrative
results.

In the first scenarios, the FAST TCP flow traverses the shorter
path. As an illustration, the simulation results are shown in
Fig. 20 for later entering Scalable TCP and HSTCP flow. Beside the
dynamics of the bottleneck queue and the congestion windows,
the figure includes the throughput diagrams, too. Similarly to the
competition in the dumb-bell topology, fair or almost fair behavior
is always exhibited. The FAST TCP flow with shorter RTT does not
starve the loss-based protocols with longer paths. FAST TCP re-
duces its sending rate till a fair equilibrium bandwidth share is
realized. The only difference in the long-term behavior is the slight
oscillation of the cwnd process of FAST TCP indicating packet
losses.
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Fig. 21. Simple parking-lot topology: FAST TCP with longer RTT – loss-based protocol.
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In the next scenarios, FAST TCP flow operates with longer
round-trip times. The illustrative results are presented in Fig. 21.
Here, FAST TCP enters into the network 50 s later than Scalable
TCP and HSTCP. It can be observed that the FAST TCP flow can al-
ways achieve fair or almost fair equilibrium state. In certain cases,
FAST TCP outperforms the loss-based protocol which can be ex-
plained by the estimation error of baseRTT (FAST TCP flow does
not experience empty buffer). If the starting phase of the FAST
TCP causes timeout to the loss-based flow (see Fig. 21(a)), then
the baseRTT estimation is accurate (because of the empty buffer).

We found that the fair behavior of FAST TCP still holds in simple
parking-lot topology with one congested link.

7.2.4. Multiple congested links
In realistic network environments, more than one link can be

congested across the route of a connection. In this section, more
exciting scenarios are investigated where the topologies contain
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Fig. 22. Inhomogeneous parking-l
multiple bottlenecks. More exactly, the performance in the inho-
mogeneous parking-lot and the complex parking-lot topologies is
discussed.

FAST TCP shows promising fairness characteristics beside loss-
based flows in the inhomogeneous parking-lot topology, however,
the interaction is qualitatively different for various loss-based
mechanisms. Our default parameter setting for FAST TCP aims at
occupying the half buffer capacity along the network route. First,
the fairness performance against MIMD flows is presented. In
Fig. 22, the congestion window process of a FAST TCP flow travers-
ing across two congested links and the STCP flows operating on
separate links are shown both in the time and the frequency do-
mains (for the details of the topology, see Fig. 3(c)). The round-trip
propagation time of the first STCP flow is two times greater than
the other one. In these scenarios, the spectral analysis provides a
good tool to get a deeper understanding of the performance. The
Scalable TCP flows show a significant frequency spike as it is
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shown in the figure. But surprisingly, the main frequency of the
other flow is also appearing with lower energy values (see the
marked spikes, STCP-1 freq. and STCP-2 freq., in the plots). This
synchronization between the flows on separate links is propagated
by the FAST TCP flow that experiences the overflow of both buffers
along its route (as packet losses). This surprising phenomenon
means that the dynamic characteristics of different links can be
propagated along the network routes. Here, the FAST TCP behavior
is determined by its own oscillation frequency which is signifi-
cantly higher than the frequency of the Scalable TCP flow on the
shorter path. This oscillation also means high loss rate for the FAST
flow. Despite the unstable equilibrium operation of FAST TCP, the
long-term bandwidth share is fair as it is shown in the bottom part
(default parameters) of Fig. 26(b).
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Second, the fairness performance against AIMD-like flows is
illustrated by the example of HSTCP. In Fig. 23, the interaction of
FAST TCP and two HSTCP flows is shown in a similar scenario.
The main difference can be observed in the operation of FAST
TCP. Here, the long-term behavior of the delay-based protocol is
mainly determined by the periodic behavior of the two HSTCP
flows, and the FAST oscillation is not considerable. Thus, the loss
rate experienced by the FAST flow is much lower than previously.
Moreover, the equilibrium bandwidth share is also fair.

The frequency propagation effect can be presented well in a
similar scenario when the FAST TCP flow competes with a HSTCP
and a Scalable TCP flow, respectively. Here, the HSTCP flow oper-
ates on the first link with larger propagation delay, and the STCP
flow is used on the other one. In Fig. 24, a typical section of the
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equilibrium operation is shown in the time-domain and the corre-
sponding spectrum plots are also given. HSTCP operating at a lower
frequency modulates the congestion window process of Scalable
TCP which exhibits higher frequency. This phenomenon is similar
to the amplitude modulation: the first flow corresponds to the
modulating signal while the second one acts as the carrier. In this
scenario, the periodic behavior of FAST TCP is affected by the loss-
based flows and its own oscillation frequency also appears; while
the fair average bandwidth share is achieved, too.

Surprisingly, the performance of FAST TCP shows degradation in
the complex parking-lot topology with more congested links. Here,
the a and b parameters of FAST TCP are set to the same value as it
was used in the dumb-bell scenarios.

First, the interaction of a single FAST TCP traversing the back-
bone (four congested links) and four AIMD-like (here HSTCP) flows
using separate links is shown in Fig. 25(a). The congestion window
of FAST TCP can settle down around the same equilibrium state
where the other flows operate. Therefore, the bandwidth share of
FAST TCP is significantly below the fair state. The equilibrium
behavior slightly depends on the starting time of the flows, as well.
The characteristics of the competition are similar for BIC TCP flows
(for further details, see [2]).

Second, the interaction with MIMD flows is analyzed, and an
illustration is given in Fig. 25(b). In contrast to AIMD-like flows, Scal-
able TCP flows always starve the FAST TCP flow traversing the long
path. When the Scalable TCP sources start the transmission, then
the later entering FAST TCP cannot achieve significant throughput.
In the other case – which is shown in the figure, when the Scalable
TCP flows enter the network, an unfair state is realized during a tran-
sient phase (with low bandwidth share of FAST TCP) and later at the
equilibrium state the starvation of FAST TCP can be observed. Obvi-
ously, the performance of FAST TCP can be enhanced increasing the a
and b parameters of the protocol. However, this can yield unstable
network behavior with degraded link utilization.

7.2.5. Impacts of FAST parameters on fairness performance
The fairness performance of FAST TCP is affected by several

parameters that should be chosen well in order to get the pre-
sented beneficial properties. Thus, to find the adequate parameter
settings for a wide range of network conditions or give an adaptive
algorithm to adjust the parameters is crucial. The research on
parameter settings of FAST TCP is addressed in several papers
(see e.g., [8,53,21]). In this section, the impacts of some parameters
of FAST TCP is discussed.
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From the perspective of fairness, the most important parameter
is a (and b) determining the targeted share of buffer capacity and
queueing delay. The a parameter has a direct relation to the equi-
librium bandwidth share and fairness performance in most cases.
Moreover, the characteristics of the long-term behavior (stability
or oscillation) can also be affected by this parameter. On the one
hand, in case of co-existence of FAST TCP and AIMD-like flows, tun-
ing a parameter can control the fairness performance in a wide
range of network scenarios. For example, the slight bias that was
observed in certain situations (which is caused by the baseRTT

estimation error) can be compensated by reducing a. On the other
hand, the incompatibility of FAST TCP and Scalable TCP cannot al-
ways be alleviated by a tuning. Especially in case of multiple bot-
tlenecks or multiple MIMD flows, the performance degrades due to
the high frequency oscillation of FAST TCP yielding very high loss
rate. The unstable long-term behavior is the result of the interac-
tion of two aggressive control mechanisms that cannot be compen-
sated by reducing a. However, the average throughput (but not
goodput) can be tuned by this parameter. In Fig. 26(a), a simple
example is given when the a parameter tuning cannot alleviate
the starvation of FAST TCP. Here, the topology is the complex park-
ing-lot where the FAST TCP flow competes with four STCP flows.
The first scenario is similar to the previously presented case (see
Fig. 25(b)), but now the FAST TCP enters the network when the
others have achieved their maximal sending rates. The serious
starvation of FAST TCP can be observed, and the increase of the a
parameter cannot solve the problem here. (a = 16,000 corresponds
to the half of the entire buffer capacity along the network path.)

Another important FAST parameter is the congestion window
update period determining the time of window adjustments. This
parameter can significantly affect the long-term dynamic charac-
teristics, and in some scenarios, the unstable behavior is rooted
in the inadequate setting of that. Furthermore, the update period
can have impacts on the equilibrium bandwidth share, as well.
As an example, results of the STCP–FAST TCP interaction in the
inhomogeneous parking-lot topology are presented belonging to
three different congestion window update periods. Namely,
100 ms (above the RTT), 30 ms (around the RTT), and 10 ms (below
the RTT) time constants are investigated and shown in Fig. 26. The
default value in the Ns-2 implementation is 10 ms (in [8], 20 ms is
suggested). The throughput plots well indicate that the long-term
fairness is considerably affected by the update period. Moreover,
we found that the oscillation frequency of FAST TCP increases
when this time constant is reduced. A reasonable choice for the
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update period is below the round-trip time of the FAST flow, while
the too small values result in unnecessary oscillation.

Other parameters – such as c;mi threshold or baseRTT estima-
tion – are also able to affect the fairness performance. For example,
c and mi threshold concerns the responsiveness of the protocol
while the accuracy of the baseRTT estimation affects the equilib-
rium state.

7.2.6. Results
Our main findings are as follows. In contrast to loss-based proto-

cols, FAST TCP with appropriate parameters can always show fair or
almost fair behavior beside loss-based protocols in simple network
environments with single congested link. On the one hand, the
long-term behavior of FAST TCP is similar in different scenarios
with quasi stable equilibrium state. On the other hand, the tran-
sient characteristics are affected by the starting delay of the flows
and the other protocol, as well. We have also found that this fair
behavior of FAST TCP seems to be a robust property of the protocol
and FAST TCP can achieve good utilization against traffic aggregate
of loss-based protocols. The beneficial fairness properties of FAST TCP
still holds for networks containing more than one congested links
(appropriate parameters can be chosen), however, in general, the
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Fig. 27. Impacts of l
increasing number of bottleneck links may result in performance
degradation.

We should also note that the performance and the fairness
properties are significantly affected by FAST parameters. This
parameter-sensitive property of the protocol yields the importance
of choosing adequate parameters. In this paper, we always set a
parameter to get an operation when the FAST TCP flow occupies
the half of the buffer. With other parameters, FAST TCP can achieve
unfair states or can be starved even in simple scenarios. The bene-
ficial properties of the protocol holds for a certain range of param-
eter a depending on the actual network topology, flow parameters,
etc. To find a method which can continuously change this param-
eter according to the network and flow environments to keep this
property broadly general is a good point of future research.

8. Discussion

As FAST TCP and other high speed protocols are proposed for
networks characterized by high bandwidth-delay product, we fo-
cused on mainly high BDP networks during our investigation.
However, the results are more general and hold in network envi-
ronment with smaller BDP, too. As an illustration, the competition
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of Scalable TCP and HSTCP, and the interaction of Scalable TCP and
FAST TCP in a simple dumb-bell topology with small link propaga-
tion delay are presented. Here, the link delay is 10 ms. In Fig. 27, it
can be observed that the qualitative characteristics are not chan-
ged; only the quantitative properties are different, and the whole
network operates at a higher frequency than it was experienced
previously (see Figs. 9 and 15).
9. Conclusion

In this paper, we have presented a comprehensive fairness per-
formance evaluation analysis of different high speed TCP versions.
The study includes an overall analysis including flow-level, packet-
level, queueing and spectral analysis with both intra- and inter-
protocol characteristics in different topologies and parameter
settings. The analysis also includes a root-cause analysis of the
starting time impact on competing high speed TCP flows. We have
proved that the short-term dynamic characteristics of the proto-
cols can have a major impact on long-term fairness.

Our study has emphasized the important need for finding a dy-
namic sensitive fairness metric for performance evaluation of
transport protocols for next generation high bandwidth-delay
product networks. As a step to this direction we have proposed a
new metric called the saturation time. By the help of this metric
we can quantify the impact of the starting time on long-term
fairness.

We have derived analytical results on relevant parameters for
HighSpeed TCP and Scalable TCP in different scenarios, including
both inter-protocol and intra-protocol settings. We have analyzed
and explained the ‘‘starving” effect of competing high speed TCP
flow, when a flow force other flows from their proper operation.
We demonstrate that FAST TCP with proper parameter settings
can achieve fair behavior with HighSpeed TCP, Scalable TCP and
BIC TCP. We have also shown that this behavior is rather robust
property of the protocol concerning different traffic mix and wide
range of network topologies. However, we have shown that in case
of a later entering of FAST TCP flow the equilibrium state is reached
through an oscillating transient phase with a length depending on
the starting time and other parameters.

Our future plan addresses the continuation of this research in
line with the related IETF activity with creating a general perfor-
mance evaluation framework to analyze and compare promising
TCP proposals.
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