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Preface

The present booklet is a report on the two first years of activity of COST Ac-
tion 279, “Analysis and Design of Advanced Multiservice Networks support-
ing Mobility, Multimedia, and Internetworking,” prepared as a companion to
its Mid-Term Seminar of January 21–22, 2004, in Rome, Italy. Following
a short introduction to the framework, mode of operation, and activities of
COST 279, the main part of the booklet gives a guided tour of the technical
work developed within the Action, organized around the four main topics of
Control Mechanisms for Next Generation Networks, Traffic Measurement and
Characterization, Queueing Models, andWireless Networking.

COST 279 is one of the Actions of the European COST Programme, an
intergovernmental framework for European Co-operation in the field of Scien-
tific and Technical Research allowing the co-ordination of nationally funded
research on a European level. COST Actions are launched on a “bottom-up
approach, with the initiative coming from the scientists and technical experts
themselves and from those with a direct interest in furthering international
collaboration. According to the general spirit of flexibility of COST, country
participation follows aǹa la carte principle.

The COST framework provides means for the setting up of regular meet-
ings among researchers of the participating countries, for the purpose of tech-
nical exchanges, discussion of research directions, and organization of com-
mon initiatives. The resulting co-operation and interaction among researchers
is intended to help Europe hold a strong position in the field of scientific and
technical research. Its experience has shown very beneficial to the research
community: besides helping keep its cohesion, it has allowed advanced stu-
dents and young researchers in the beginning of their careers to get in touch
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with the latest research developments and integrated into the community, and it
has potentiated the start up of research groups in environments where previous
research tradition in an area does not exist. In addition, COST provides mech-
anisms for the transfer of its research results to the surrounding society, and ex-
amples abound of related “success stories.” Detailed information on the COST
Program can be obtained via the Web at the URLhttp://www.cordis.lu/cost/.

COST 279 belongs to a distinguished lineage of COST Actions (COST
201, 214, 224, 242, and 257) that, since 1979, have fostered cooperation be-
tween European researchers in the field of teletraffic and multiservice network
performance and design. This sequence of Actions has been carried on by what
can be called a core group of the European teletraffic community, its members
originating from industry, operators, and universities, and has been an ever-
present actor in all the steps of the evolution of modern (digital) telecommuni-
cations networks—from circuit-switched networks to the introduction of ISDN
and ATM in the 1980’s and on to today’s drive towards all-IP networks, from
fixed to mobile and wireless service, from copper-based to fiber-optical trans-
mission, and from electronic to optical switching. It thus has all the richness of
the memory and experience of the past, together with the promise and potential
for the future of its active members and permanently joining new researchers.

The Memorandum of Understanding(MoU) that established COST 279
states its objectives in the following way: “The main objective of the Action is
to develop techniques for the analysis, design and control of advanced multi-
service networks supporting mobility, multimedia and interworking, by means
of the development and application of new and better analytical techniques for
the mathematical understanding and optimisation of the behaviour of commu-
nications equipment, protocols, and network topologies and architectures, and
of economic aspects such as pricing principles and network cost estimation.
The results will have the form of mathematical models and results, algorithms,
computer tools, and analyses of empirical traffic and network data. The Action
is also expected to contribute to general, theoretical progress in basic issues
like queueing theory, estimation and identification in stochastic models, and
simulation, in particular as applied to rare events.”

For the achievement of its objectives the COST 279 community recognizes
the importance of methodological progress regarding the analysis, design and
planning of multiservice networks supporting advanced requirements. There-
fore, a main distinguishing feature of the scientific programme of the Action

http://www.cordis.lu/cost/
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resides on the strong emphasis on modelling and performance issues, as per-
taining to both the basic support disciplines and to their application to the study
of the behavior of and interaction among networks, end-systems, services, and
user applications.

COST 279 started on July 1, 2001, at a time where the research on ATM
had been phased-out, and had been phased-in the research resulting from the
widespread interest, arisen a few years before, of the use of the Internetwork
Protocol (IP) for the operation and interconnection of heterogeneous networks.
The Action has since steadily contributed to the understanding of these sys-
tems and provided inputs for their design, by means of work on topics such
as techniques for traffic measurement, characterization, modelling, and esti-
mation, network dimensioning, traffic control and engineering, and support
of Quality-of-Service, all of these in the context of both wired and wireless
networks and their interconnection. In parallel, the Action has continued to
produce developments in basic issues like queuing models, statistical estima-
tion, and random graph theory. The collection of these results is embodied in
the 113 internal documents (officially know asTDs, shorthand forTemporary
Documents) listed at the end of this booklet and available in the accompany-
ing CD. From the work contained in these TDs about 110 publications have
resulted in the peer-reviewed literature, the references of which are included in
the AppendixBibliography. The next four chapters of this booklet systematize
the associated results and conclusions.

The core of the operation of COST 279 takes place at its Management
Committee (MC) Meetings, occurring regularly at four-month intervals. In ad-
dition to the administrative and policy management aspects of the Action, the
meetings include technical sessions where the internal technical documents are
presented and discussed in an informal environment, with room for degrees of
work maturation going from exploratory ideas, to work in progress, and all
the way to finished work. The MC is formed by the following National Dele-
gates of the 20 countries that have signed the MoU: T. Ziegler (A), H. Bruneel
(B), G. Latouche (B) , S. Louca (CY), A. Pitsillides (CY), U. Krieger (D),
P. Tran-Gia (D), V. B. Iversen (DK), M. Vill´en-Altamirano (E), I. Norros (FIN),
J. Virtamo (FIN), P. Olivier (F), K. Salamatian (F), P. Key (GB), S. Imre (H),
S. Molnár (H), B. Zovko-Cihlar (HR), A. Baiocchi (I), M. Meo (I), T. Jensen
(N), M. Rohne (N), J. van den Berg (NL), R. Litjens (NL), J. Br´azio (P), R. Val-
adas (P), W. Burakowski (PL), G. Kandus (SI) , M. Klimo (SK), P. Podhradsky
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(SK), M. Fiedler (S), A. Popescu (S), and N. Akar (TR).

The meetings taken place so far have been attended by 135 different partic-
ipants, coming from the following 39 research institutions from 18 countries:
Telecomunications Research Center Vienna (A), Universit´e Libre de Bruxelles
(B), University of Antwerp (B), Ghent University (B), University of Cyprus
(CY), University of Würzburg (D), Institute of Communication Networks, TU
München (D), University of Stuttgart (D), Siemens, AG (D), Otto Friedrich
University Bamberg (D), Technical University of Denmark (DK), Telef´onica
I&D (E), Universitat Politecnica de Catalunya (E), University of Paris VI—
LIP 6 (F), France T´elécom R&D (F), Helsinki University of Technology (FIN),
VTT Information Technology (FIN), Budapest University of Technology and
Economics (H), University of Zagreb (HR), University of Roma “La Sapienza”
(I), Politecnico di Torino (I), Telenor Research and Development (N), TNO
Telecom (NL), University of Twente (NL), KPN Research (NL), Delft Univer-
sity (NL), Centre for Mathematics and Computer Science (NL), Telecommu-
nications Institute (P), Instituto Superior T´ecnico (P), Aveiro University (P),
Warsaw University of Technology (PL), Blekinge Institute of Technology (S),
Ericsson Core Network Development (S), Lund University (S), Telia Research
(S), Institute Jozef Stefan (SI), University of Zilina (SL), Bilkent University
(TR), and Koc University (TR). Further details about the operation of COST
279 can be obtained at the URLhttp://www.lx.it.pt/cost279/.

In addition to its “internal” operation, COST 279 implements activities
to transfer its know-how to the outside community. One such activity is the
organization of two Seminars, at the mid- and end-points of its operation,
where its results are publicly presented. Another one is the implementation
of a yearly Summer School specifically targeted for qualifying advanced stu-
dents and young researchers of European research institutions in the field, with
the stated objective of contributing to further strengthening the joint European
research community. The firstCOST 279 Summer School, onStochastic Mod-
eling and Analysis in Telecommunication with emphasis onWireless Systems,
took place in August 2002, and was attended by 32 doctoral students from 20
research institutions belonging to 15 COST countries. The second edition of
the Summer School took place in September 2003 having as topicRouting and
Multi-Layer Traffic Engineering in Next Generation IP Networks, and was at-
tended by 34 students coming from 27 research institutions of 18 COST coun-
tries. In both cases, lectures were provided by top European experts in the field,

http://www.lx.it.pt/cost279/
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pertaining to both universities and telecommunications operators. The initia-
tive of a regular Summer School, not frequent among COST Actions, started
as a learning experiment and has been quickly recognized as a success to be
continued.

The achievements of COST 279 would not have been possible without
the contribution of an enthusiastic and hard-working team of people. For the
present booklet was instrumental the work of its editor, Michael Menth (Uni-
versity of Würzburg, Germany), who undertook the Herculean task of putting
together all the needed typesetting infrastructure and of coordinating with the
fine team of technical chapter editors the integration and edition of the four
technical chapters. These were made possible by the indispensable and in-
estimable help of the contributing members listed at the beginning of each
chapter. The Mid-Term Seminar is indebted to also the chapter editors, who
organized the technical sessions, to Villy Bæk Iversen (Technical University
of Denmark), who organized theOptical Networking session, to Phuoc Tran-
Gia and Kurt Tutschku (University of W¨urzburg), who organized the Panel
on Peer-to-Peer Networking, to Andrea Baiocchi (University of Rome “La
Sapienza,” Italy), who provided the local organization, and to Kav´e Salamatian
(University of Paris VI, France), who provided key invited speakers contacts.
The Summer School is a brainchild of Udo Krieger (Otto Friedrich Univer-
sity Bamberg, Germany), who single-handedly has been running all its logis-
tical and technical aspects. The overall operation of COST 279 has had the
wise guidance of its Management Committee, and its non-trivial administra-
tive operation has been possible by the support of the External Scientific COST
Secretariat and the work of the Actions Secretaries, Daniel Zaragoza and Ana
Figueira (Telecommunications Institute—Lisbon, Portugal). And, last but not
least, none of this would have been possible without the work of all the con-
tributing members of COST 279, who are indeed its reason for existence.

January 2004

José Brázio
Chairperson, COST 279
Telecommunications Institute/IST
Lisbon
Portugal
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Chapter 1

Control Mechanisms for
the Next Generation
Networks
Michael Menth
University of Würzburg, Germany

Contributors:

Halina Tarasiuk (Warsaw University of Technology, Poland), Sara Oueslati
(France Telecom, France), Michael Menth (University of W¨urzburg, Germany),
Philippe Olivier (France Telecom, France), Ivan Gojmerac (FTW Vienna, Aus-
tria), Michela Meo (Politecnico di Torino, Italy), Mine Caglar, (Koc Univer-
sity, Turkey),ÖznurÖzkasap (Koc University, Turkey), Ilkka Norros (VTT,
Finland)

1.1 Introduction

The Internet provides interconnection of networks based on the Internet Proto-
col (IP). In contrast to the structure of the telephone network—circuit-switched
and connection-oriented—the Internet is packet-switched and connectionless.
It is also unreliable, with end-to-end reliability provided to applications by the
Transmission Control Protocol (TCP). TCP peers are located only at the end
systems, leaving the core of the Internet stateless and the network unaware of
higher protocol layers (e.g., service layer). Therefore, it is simpler to deploy
a new service in the Internet than in the telephone network. The telephone
world, however, has a revenue creating property not provided by IP networks:
Quality of Service (QoS). This feature must be offered by a next generation of
the Internet if circuit switched networks are to be integrated in or replaced by
packet-switched networks.



14 CHAPTER 1. NEXT GENERATION NETWORKS

The QoS feature can be implemented, e.g., by Admission Control (AC) or
by bandwidth overprovisioning. AC requires AC entities in the network, rais-
ing interoperability issues and causing upgrade costs for systems. AC requires
state storage in the networks, thus introducing the possibility for failure and
potentially compromising the network scalability. These problems are avoided
by overprovisioning but this approach has disadvantages: it leads to perma-
nent increased bandwidth costs and the needed overdimensioning factor is not
known.

Hence, the technical future of the Next Generation Network (NGN) is not
yet decided and some of the research carried out in COST 279 contributes to
the decision-making process in the sense that both directions are investigated.

Some of the work on the topic under COST 279 was done in two major
research and development projects for Next Generation Networks.

� The first project is called AQUILA (Adaptive Resource Control for QoS
using an IP-based Layered Architecture). It is a European research
project partially funded by the Information Science and Technology
(IST) Programme (number IST-1999-10077), with start date of January
1, 2000, and end date of March 30, 2003, for a total duration of 39
months. More details are given on the website:
http://www-st.inf.tu-dresden.de/aquila/.

� The second project is called KING (Key components for the Internet of
the Next Generation). The overall objective of KING is to develop effi-
cient solutions for carrier-grade IP networks that satisfy high QoS and
resilience requirements by means of a common approach [1], while at
the same time providing low operational overheads. Siemens Informa-
tion and Communication Networks (ICN) has been running the KING
research project since October 2001, together with a number of German
universities and research institutes. The project is partially funded by
the German Ministry for Education and Research (BMBF) for a period
of 3 years. A website can be found at:
http://www.siemens.com/king.

Their results are partly presented in the first two sections of this chapter. Sec-
tion 1.2 starts with practical applications of well-known results for AC and
shows their feasibility. So far, AC has been investigated for unresponsive traf-
fic, e.g., real-time traffic, whereas AC approaches for elastic TCP traffic can
adapt to bottlenecks. Section1.3 extends the concept of AC from link AC

http://www-st.inf.tu-dresden.de/aquila/
http://www.siemens.com/king
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(LAC) for a single link to network AC (NAC), which addresses the storage of
AC information, i.e., the reservation states. Since failure recovery is harder for
stateful networks, resilience issues are studied in this context.

Section1.4 is dedicated to the dimensioning of networks. Today’s IP net-
works have to be provisioned reasonably to get satisfying QoS values for elas-
tic traffic, e.g., response time for TCP-based applications such as web brows-
ing. Then, the amount of required capacity is investigated with regard to real-
time QoS measures like loss and delay.

The remaining part of this chapter is dedicated to network improvements.
Routing optimization and load balancing (cf. Section1.5) avoids overload and
thereby improves QoS or, conversely, allows network operation at a given QoS
level with less resources. Similar benefits are obtained with suitable schedul-
ing mechanisms (cf. Section1.6) because they can decrease the queuing time
for delay sensitive data. Concurrently, multicast (cf. Section1.7) contributes
to network efficiency because of shared transmissions reducing the traffic vol-
ume.

The results obtained for most of the issues mentioned depend on the net-
work topology. Therefore, Section1.8 is dedicated to network graph models.

1.2 Admission Control in Modern IP-Based
QoS Networks

The modern IP-based QoS networks are targeted for effective handling of traf-
fic produced by a variety of application types currently available to the Internet
users. These applications differ in transmission requirements, demanding from
the network the support of a number of network services differing in QoS ob-
jectives. The design process of a network service assumes that a specific traffic
profile should be handled by the network with a predefined QoS, usually ex-
pressed by such parameters as packet transfer delay and packet loss ratio. To
meet these requirements, some QoS mechanisms in different levels of the net-
work should be implemented. Mechanisms like classifiers, conditioners, and
schedulers are used at the packet level, while AC is performed at the flow level.

We classify the QoS architectures with regard to strict or relative QoS.
For providing strict QoS, the AC function constitutes a key element, allowing
the regulation of the volume of traffic submitted to a network with limited
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resources. On the contrary, the relative (proportional) QoS does not use AC
but rather assumes that high priority flows are handled by the network in a
preferred way. This section contains a brief overview of network service types
that are recognized as adequate for networks with strict and relative QoS.

In the last decade many AC methods have been developed for traffic con-
trol in Asynchronous Transfer Mode (ATM) networks. Both ATM and IP net-
works are packet-switched technologies with many similarities. Therefore, it
seems natural to adopt the AC methods for ATM to IP technology but not
without considering their differences. Some important issues are:

� The fixed size of packets (cells) in ATM has the need for a lower level of
preventive AC compared to IP where packets have different size. As a
consequence, more packet jitter and delay is expected for IP technology.
This leads to serious problems for efficient multiplexing of traffic with
different profiles. For instance, small voice packets of 60 bytes experi-
ence relatively large delay when they wait for the end of transmission
of a 1500 bytes data packet.

� Effective AC mechanisms were developed for streaming traffic in ATM.
These results are not applicable to elastic TCP-controlled traffic, such
that new AC methods are required for IP networks.

AC methods can be classified into two main types: Traffic Descriptor
Based AC (TDAC) methods and Measurement Based AC (MBAC) methods.
TDAC methods can be again split into deterministic and statistical multiplex-
ing schemes. Furthermore, both statistical and MBAC methods can refer to
Rate Envelope Multiplexing (REM) or to Rate Sharing Multiplexing (RSM).
The above classification, earlier introduced for ATM, can be extended to IP.

1.2.1 AC methods in the AQUILA IP-Based QoS
Network

A framework for providing QoS differentiation and strict QoS guarantees in IP
networks is presented in [2]. This approach assumes network support for four
premium network services and is based on the Differentiated Services con-
cept. Each network service is designed to support a class of applications with
similar QoS requirements and traffic characteristics. For each premium net-
work service an adequate TDAC method is proposed based on AC algorithms
developed for ATM.
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The AC for the Premium Constant Bit Rate (PCBR) network service is
based on the REM scheme using a well-known peak rate allocation method.
The admissible load for the capacity allocated to PCBR is calculated based on
the analysis of an M/D/1/B system depending on the assumed target packet loss
ratio and the available buffer size. PCBR is dedicated to constant bit rate traffic
(e.g., voice trunks) and is served with the highest priority. Negligible packet
delay variation can be assured when at most 10% PCBR load is allowed on the
link.

The REM scheme is also applied to the Premium Variable Bit Rate (PVBR)
network service, which is designed for effective transfer of streaming variable
bit rate traffic, e.g., video applications. Here, the effective bandwidth is cal-
culated by Karl Lindberger’s method [3]. The buffer dimensioning rules are
adequate for absorbing the so-called packet scale congestion. For this purpose,
the analysis of theN �D=D=1 queuing system was applied.

The Premium Multi Media (PMM) network service is used for greedy TCP
(or TCP like) flows. Its AC method is a function of a sustained bit rate value
which corresponds to the minimum required flow rate.

Finally, the Premium Mission Critical (PMC) network service is conceived
to assure few losses for elastic non-greedy flows. Its AC method adapts the
RSM scheme and the effective bandwidth calculation.

In addition, the Standard network service is designed for carrying best
effort traffic.

An extension of MBAC methods for streaming flows and two novel AC
concepts for PMM service are provided in [4, 5]. The final results of the
AQUILA project confirm the expected efficiency of the proposed AC meth-
ods for the proposed premium network services. They show the feasibility of
differentiated QoS network services by adding new functionality into existing
IP networks. Selected results are presented, e.g., in [6].

1.2.2 AC methods for Streaming Traffic

In the following we present a two-stage AC method for voice traffic, an MBAC
approach for non-real-time variable bitrate traffic, and an application of AC re-
sults to investigate protocol design alternatives for low bitrate real-time traffic.
These studies are based on well-known AC methods for ATM networks. They
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extend these methods by taking the properties of IP networks into account.

A Two-Stage AC Method

As mentioned before, IP networks serve packets with different sizes. This
nature of IP traffic introduces additional problems for delay and jitter guaran-
tees for streaming (real-time) traffic compared to ATM networks. A possible
solution has been proposed in [7]. A two-stage Connection Admission Con-
trol (CAC) model based on REM and Simplified Reference Model (SiRM)
concepts is proposed and investigated for voice traffic over IP networks. The
CAC method is able to deal with heterogeneous voice traffic flows of ON-OFF
nature with loss and delay jitter requirements. AC decisions in each module
are made as follows. If a new voice flow does not make the rate overloading
probability increase beyond a predefined threshold, it is admitted by the first
module and passed to the second module. The AC decision of the second mod-
ule is based on criteria related to delay and loss metrics. The loss metric is the
buffer overflow probability. For the delay metric, either the maximum queuing
delay, or the mean queuing delay, or a given percentile of the queuing delay
is chosen as the QoS criterion. The delay percentile should be adopted as a
criterion because it is more meaningful in the context of statistical end-to-end
jitter guarantees. One concrete realization of the proposed approach is studied,
where the REM scheme is ensured by the well-known Chernoff bound based
effective bandwidth concept. The model of SiRM is obtained by exploiting the
recently proposed Negligible Jitter (NJ) conjecture [8]. The application of the
NJ conjecture coupled with the non-preemptive scheduling scheme (with high
priority service for voice traffic and low priority for best effort traffic) leads
to the implication of an M/D/1/K queue with exhaustive service and multiple
vacations. The vacations of the server correspond to a situation where the out-
put link is occupied by the best effort traffic. Analytical results show that loss
and delay metrics computed with the theoretical model are quite close to those
obtained with simulation, in particular when the mean packet size is used in
the reference SiRM model, rather than the Maximum Transfer Unit (MTU)
packet size suggested earlier by the original NJ conjecture. A potential exten-
sion of the proposed CAC scheme to a network is the application of the scheme
in each network node and ReSerVation Protocol-like (RSVP) signaling for a
network-wide CAC decision.
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Measurement Based AC

In general, TDAC schemes aim at guaranteeing a QoS level for the traffic sub-
mitted in accordance with the declared profile. Their main weakness is the
dependence of their efficiency on the suitability of the a-priori declared traffic
parameters. However, since tight values are not known a priori, these parame-
ters are usually overdimensioned. Therefore, the authors of [9] propose a new
method for more precise evaluation of the traffic descriptors. The recognized
approach for traffic characterization is based on the token bucket mechanism,
which is described by two parameters: token accumulating rate and bucket
size. Note that these parameters constitute a base for effective bandwidth eval-
uation and they determine the amount of resources the network should dedicate
for handling the corresponding connection. The proposed method is based on
online traffic monitoring, which allows to obtain the minimum effective band-
width and to reduce the required resources. The approach is investigated for
handling non-real-time variable bit rate traffic with zero packet loss as QoS
requirement. In this case the effective bandwidth is calculated according to
the Elwalid-Mitra-Wentworth (EMW) formula [10]. The proposed algorithm
for assessment of the token bucket parameters is based on simultaneous traffic
monitoring by a number of modified leaky bucket mechanisms. The effective
bandwidth calculation takes into account the optimal point from the burstiness
curve, which minimizes the EMW formula. The effectiveness of the proposed
approach is illustrated by the simulations for different traffic traces of Moving
Pictures Expert Group (MPEG) video and Local Area Network (LAN) traffic.

Application of AC Results for Performance Evaluation of
Protocol Design Alternatives

AC results are also used for the investigation of protocol design alternatives
[11]. Low-bitrate real-time traffic usually comes in small packets leading to an
inefficient ratio of RTP/UDP/IP header and payload size. Such traffic is pro-
duced by voice, video, and circuit switched applications, e.g., in the terrestrial
radio access networks of wireless communication systems like Global System
for Mobile (GSM) or Universal Mobile Telecommunications System (UMTS).
Base stations are connected to radio network controllers over low-bandwidth
links because they produce usually only little traffic. As the fixed network
capacity is expensive on leased lines, too, header compression techniques are
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attractive to save bandwidth. The assumed QoS requirements for low-bitrate
real-time data traffic are little packet loss and delay. The notion of the Delay
Budget (DB) is introduced and the QoS requirement is that the probability of
the packet waiting time exceeding the DB be smaller than a target value. A
suitable AC mechanism for that scenario is based on theN �D=D=1 queuing
system, from which the packet waiting time distribution can be derived. This
model requires homogeneous flows, i.e., flows with the same constant packet
inter-arrival times and the same constant packet sizes. In addition, reasonably
designed buffers can prevent packet loss. The analytical results in [11] com-
pare the critical net load for voice traffic with and without header compression.
The impact of header compression on the critical load is two-fold: both the
mean bit-rate and the burstiness of the flows are reduced. As a consequence,
150% more traffic can be carried over the same low-bandwidth links.

1.2.3 AC Methods for Elastic Traffic
The AC methods for elastic traffic may be based on TDAC and MBAC. The
first two algorithms hereafter described fall in the first category. They use
the notion of traffic contract between user and network and require explicit
resource reservation based on declared traffic descriptors, as opposed to the
third approach which proposes an implicit MBAC algorithm.

The AC algorithm proposed in [5] was developed in the framework of the
IST European project AQUILA. The algorithm is designed to fit within a Diff-
serv architecture and to meet the QoS requirements of a network service that
consists of long-lived greedy TCP connections such as those generated by File
Transfer Protocol (FTP) users. Prior to establishing a TCP connection, the ap-
plication sends a request to the AC agent which is located at the edge router,
specifying a target rate. This approach relies on the notion of traffic contract
that needs to be enforced by the edge routers. Each admitted TCP connection
is subject to policing based on a token bucket mechanism whose parameters
are inferred from the target rate and Round Trip Time (RTT) statistics (mini-
mum and average if available). The token bucket parameters (token filling rate
and bucket size) constitute input parameters for admission decision. The role
of the AC agent is to make sure that the traffic offered to the core network does
not exceed the dedicated resources (bandwidth and buffer) on the correspond-
ing edge router to core router link. Precisely, a new TCP flow is accepted if
the following conditions are satisfied: the sum of the token bucket rates (re-
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spectively, bucket sizes) assigned to the ongoing flows and to the incoming
flow must be less than or equal to the amount of capacity (respectively, buffer)
dedicated to the corresponding service on the link. Details on this approach
and numerical evaluation based on simulations can be found in [5].

Another AC algorithm [12] targets sporadic short-lived flows requiring a
new service, so-called Premium Message Handling Service (MHS), in the con-
text of a Diffserv network. This service is designed for successfully delivering
short messages to destinations, using point-to-point TCP connections. The
message delivery delay (transfer time) should not exceed a predefined thresh-
old value. Handling such traffic assumes that messages have a fixed limited
size. Based on this assumption, the authors compute the maximum number of
packets that can be sent in one burst. The transmission of a whole message typ-
ically completes during the TCP slow start phase. At packet level, a separate
queue for Premium MHS packets is required in each router with a dedicated
amount of bandwidth and buffering. The buffer size should be dimensioned
so as to avoid packet losses and satisfy the message transfer time requirement.
At flow level, the admission decision is based on the maximum number of ad-
mitted connections. The corresponding threshold is inferred from the traffic
descriptors declared by each TCP connection, the dedicated buffer size and
bandwidth, and allowed message transfer time. Traffic descriptors consist of
the peak bit rate, which in this case denotes the link rate connecting the host
to the edge router, and the maximum burst size. The impact of message sizes
on the maximum number of admitted flows is also investigated; the bigger the
message size, the smaller the acceptance area.

In contrast to the two previous approaches, a third AC mechanism [13]
applies to elastic flows that do not have a clearly defined service requirement.
Here, the objective of AC is to avoid the negative situation where demand over-
load in the absence of AC by an increasing number of flows in progress results
in ever smaller throughputs for each one of them. Demand overload can occur
in any reasonably well dimensioned network for a variety of reasons, including
link and/or router failures. The AC mechanism is implicit in that flows are not
preceded by any explicit signalling exchange between user and network. The
user generates flows spontaneously as in the current best effort architecture,
and the network elements performing AC detect them “on the fly” by main-
taining a list ofprotected flows and systematically comparing the flow identity
of all arriving packets with this list. The flow identity is determined from in-
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variant fields in the IP and TCP packet headers. In IPv6, the “flow label” field
could be used in conjunction with the origin and destination IP addresses. In
the absence of congestion, a new flow is added to the list of protected flows and
the packet is forwarded. If the link is already too heavily loaded, the first packet
(or packets) of a new flow is simply discarded. The current state of congestion
is determined based on measurements since there are no declared flow traffic
specifications. A new flow is accepted if the estimated available bandwidth
is greater than or equal to a predetermined admission threshold. An optimal
choice of admission threshold should produce negligible blocking under nor-
mal load while maintaining sufficiently high throughput for admitted flows in
overload [14]. The authors underline that the solution sought does not need
to be highly accurate; elastic traffic is particularly tolerant to estimation errors
and MBAC is inherently self-correcting. To demonstrate the feasibility and
efficiency of the proposed AC mechanism, a testbed was setup and trials were
carried out with real traffic. The AC experiments in [13] were performed on a
10 Mbit/s Ethernet segment. New tools were developed to visualize realized
flow level performance (bubble diagrams, box diagrams). They clearly illus-
trate the phase change in perceived performance occurring as demand evolves
from normal load to overload. Preliminary test results of an upgraded system
on a higher speed interface (a Gbit/s Ethernet) suggest that the solution is scal-
able and could be implemented without much difficulty in modern backbone
routers.

1.2.4 Internet Service with Relative QoS
A solution for receiving relative QoS using DiffServ mechanisms is provided
in [15]. The authors choose the Dynamic Real-Time/Non-Real-Time (RT/NRT)
mechanism, which have received less attention than Assured Forwarding (AF)
or Expedited Forwarding (EF), and related Simple Integrated Media Access
(SIMA) proposal [16]. SIMA relies both on financial and end-to-end con-
gestion control incentives to achieve differentiated bandwidth allocation. The
entity that influences both charging and division of bandwidth is the nominal
bitrate. AC is not considered. First, flow and packet level models for SIMA
are presented and compared for elastic flows. Then, fair differentiation among
elastic flows using SIMA is shown as well as the fair differentiation among
TCP and non-TCP flows. Finally, the applicability of SIMA as a future Inter-
net Service model is demonstrated. The obtained results illustrate that SIMA
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does not result in fixed weights, determined by the nominal bitrate or price
paid, between bandwidth allocations of different classes. However, the pro-
vided models showed that it did achieve differentiation between classes, where
the weights varied between equal allocation to allocation in proportion to the
nominal bitrate purchase.

1.3 Network Admission Control and
Resilience Aspects

Traditionally, AC has been primarily understood to be the answer to the ques-
tion: How much traffic can be carried over a single link without violating the
QoS requirements in terms of packet loss and delay on that link? In the fol-
lowing we designate by link AC (LAC) this kind of AC. Examples for LAC
are peak rate allocation, the concept of effective bandwidths and, to some ex-
tent, measurement based Admission Control. For practical implementation,
the traffic limitation on all network links is required. This can be done in a
straightforward way by applying LAC methods on a link-by-link basis, e.g.,
by using resource reservation protocols like RSVP. Such approach, however,
induces information states about individual reservations inside the network if
they are collocated with the routers. Another option is a bandwidth broker
solution [17] that keeps all information in a centralized database. Both ap-
proaches are problematic. The first one requires core routers to be aware of
AC decisions and the second one presents a single point of failure. Therefore,
a NAC is desired that resides only at the border routers.

1.3.1 Introduction to NAC Methods

In [18] four basically different NAC approaches are given. Flows are admitted
or rejected based on the capacity of virtual budgets they have to ask for admis-
sion. The size of these budgets must ensure that no congestion can occur on
any link in the network [19].

� The link budget (LB) based NAC defines a capacity budget for each
link and flows have to be admitted by all LBs that are associated with
their paths. This is depicted in Figure1.1(a)and corresponds to the
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above described link-by-link application of LAC methods, which in-
duces reservation states in the network or single points of failure. In
contrast, the following NAC methods require reservation states only at
the border routers.

� The ingress and egress budget (IB/EB) based NAC performs an AC de-
cision only at the ingress and the egress router of a flow—independently
of each other (cf. Figure1.1(b)). This concept is know from the Dif-
ferentiated Services context [20] and is implemented in the AQUILA
project [2, 21].

� The border-to-border (b2b) budget (BBB) based NAC has a BBB for
each b2b relationship, which may be consulted at the ingress border

router as illustrated in Figure1.1(c). In contrast to the IB/EB NAC, the
choice of the BBB depends both on the ingress and the egress router of
the corresponding flow request.

� Finally, there is the ingress and egress link budget (ILB/ELB) based
NAC, where every ingress and egress border router holds a link specific
budget for each link in the network and the flow asks for admission both
at the ingress and egress router, consulting any budget related to the link
on its path (cf. Figure1.1(d)). If only ILBs are used, the NAC may be
viewed as a local bandwidth broker disposing of a private share of the
total network capacity and is similar to the hose model [22].

1.3.2 The Performance of NAC Methods

The average resource utilization in a suitably dimensioned network is a rea-
sonable performance measure for NAC methods [23]. The LB NAC reveals
the best performance, followed by the ILB/ELB NAC, and the BBB NAC. For
little offered load in terms of average number of simultaneous flows the dif-
ferences are significant, while for sufficiently large offered load the LB NAC,
ILB/ELB NAC, and BBB NAC converge to 100% potential resource efficiency.
In contrast, the IB/EB NAC has a significantly lower performance, since the
NAC can not avoid pathological traffic patterns that cause congestion on some
links and leave other links unused. In general, the performance depends on
many aspects like the network topology [24] or the traffic matrix and the rout-
ing [25].
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Figure 1.1: Budget based network admission control (NAC) methods.

1.3.3 Capacity Renegotiation

In case of the LB NAC the LBs can be used by any flow in the network travers-
ing the respective link, while the other budget types can be used only by a sub-
set of flows, e.g., by those entering the network at a common ingress router.
Flow blocking occurs if the capacity of a budget for such a subset of flows
is exhausted. This can happen although the network is still far from being
overloaded, e.g., if other budgets are hardly used. In such case the network
capacity is badly distributed to the budgets and the capacity should be renego-
tiated. The AQUILA architecture is conceived to perform that renegotiation in
a layered and scalable manner [26] and algorithms to achieve the redistribution



26 CHAPTER 1. NEXT GENERATION NETWORKS

are investigated [27]. Capacity renegotiation among the border routers costs
some signalling efforts and should not be triggered for smallest capacity units.
Hence, capacity budgets are increased by a chunk of bandwidth which leads
to overreservation for traffic aggregates. This tradeoff between overreserva-
tion and signalling reduction is investigated in [28] and analytical results are
presented.

1.3.4 The Performance of NAC Methods under
Resilience Requirements

An important feature of a Next Generation Internet is the provisioning of reli-
able QoS services, i.e., the QoS should not be compromised in case of short-
term local network failures [1]. If a local outage occurs, the traffic is quickly
rerouted around the failed network element and is still delivered to its destina-
tion. The QoS can only be maintained if sufficient capacity is available on the
deviation route. In this case the network is resilient to failures. To that aim, a
set of potential failure patterns (e.g., all single link failures) together with the
corresponding rerouting has to be taken into account when the capacities of the
NAC budgets are set. The performance of the NAC methods is investigated un-
der these side conditions in [29]. Under resilience requirements the BBB NAC
is most efficient in terms of resource efficiency, followed by the ILB/ELB NAC
and the LB NAC. The IB/EB NAC is still the least efficient. The bandwidth
utilization also increases for all NAC methods with increasing offered load,
but remains clearly below 70% even in the best case. For very large offered
load the reciprocal of that value is the amount of additional required backup
capacity, and it can be in the range from 50% to more than 100%. As the BBB
NAC shows the best performance under resilience requirements, it is also im-
plemented in the KING testbed.

1.3.5 Routing Optimization under Resilience
Requirements

The results in [29] also show that the routing has a definite impact on the re-
quired backup capacity, in particular in networks with a high offered traffic
load. A routing optimization problem under resilience requirements exists if
backup resources can be shared by various flow aggregates in different failure
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scenarios. In this case the required backup capacity is a performance measure
that can be minimized. In the case of the BBB NAC, the impact of the NAC
vanishes for large offered load and the routing optimization problem can be
solved for static aggregate sizes as indicated in the traffic matrix. In [30] the
concept of path protection and self-protecting multi-paths are suggested. They
are both b2b protection mechanisms and can be implemented by label switched
paths (LSPs) in MPLS. An optimization algorithm for the layout of these struc-
tures and for the load balancing of the multi-paths is presented. The results
show that only 17% backup capacity is required in some networks to protect
them against all single link and router failures using the self-protecting multi-
paths approach. The amount of required backup capacity depends mostly on
the network topology. Strongly meshed networksfavor the existence of link-
and node-disjoint multi-paths and contribute to cost-efficient solutions.

1.4 Capacity Dimensioning and TCP
Dynamics

To correctly dimension network links it is essential to understand the three-way
relation between link capacity, expressed demand, and realized quality of ser-
vice. Given the complexity of Internet traffic at the packet level (self-similarity,
long range dependence, etc.), such a relation is very difficult to obtain in this
domain. So it is very appealing to develop performance models of elastic (data)
traffic at a higher level, namely the traffic “flows” or “sessions”. One can refer
to [31], for example, to get a thorough discussion on the concept of a flow and
some possible definitions. In this case it is appropriate to express dimension-
ing objectives in terms of the mean flow throughput or equivalently the mean
transfer time as perceived by users to download some digital documents. As-
suming a Poisson flow arrival process (for a source population of infinite size)
and fair sharing of the available bandwidth by concurrent flows (supposed to be
an ideal achievement of TCP dynamic control), the performance models gen-
erally fall in the category of Processor Sharing (PS) queueing systems, which
under very general assumptions exhibit the very nice and useful property of
insensitivity [32, 33].
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1.4.1 Access Network Links

For access networks, a typical example of the above cited three-way relation
is the Engset loss formula for classical circuit-switched telephony. In [34] it is
shown that similar relations exist for high speed IP access networks carrying
data traffic. Assuming a source population of finite size and a fair sharing of
the capacity among the user-generated concurrent flows, some “PS-generalized
Engset” formulas are derived, relating capacity, demand expressed in terms of
the per-user offered traffic, and performance quantified by the useful per-flow
throughput. Performance is shown to be largely independent of precise traffic
characteristics such as the statistical distributions of flow size and “think time”
[35].

Very simple approximations of this exact model can be obtained, exhibit-
ing two distinct performance regimes (leading to two corresponding strategies
for dimensioning): a transparent regime where the mean useful rate equals the
access rate; and a saturated regime where the whole capacity is always used
and fairly shared by active users. Analysis of the impact of a possible het-
erogeneous demand demonstrates that a homogeneous demand constitutes a
worst case, so that considering an average offered traffic would be a conser-
vative strategy for dimensioning. From these results, the definition of simple
dimensioning rules follows and is illustrated in Figure1.2. Note that operating
in the saturated regime, in order to meet a target useful rate lower than the ac-
cess rate, might be quite risky since the performance is highly sensitive to the
accuracy of the offered traffic estimate.

Some extensions to the approximate model are considered in [34], such
as situations with unfair bandwidth sharing or different access rates. Broadly
speaking, it remains that the key parameter for dimensioning is the offered
traffic, defined as the average data rate a user would generate in the absence of
congestion.

1.4.2 Backbone Network Links

Best Effort Provisioning

For dimensioning IP backbone networks, one possible approach is bandwidth
(over-)provisioning, where network transparency is ensured without imple-
menting any specific QoS mechanism. Here “transparency” means that traffic
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flows are not constrained by the considered network links and can make full
use of their access rates. In line with this approach, [36] suggests to make use
of standard traffic measurements performed by network operators on a rela-
tively large time scale (e. g. 5 or 15 minutes), while the time scale at which
the QoS is perceived in terms of transparency is much finer (about 1 s). In this
framework, the adequate QoS indicator is defined as the probability (fraction
of time) that the aggregated rate of offered traffic is greater than the link rate.

Two main assumptions seem appropriate for backbone links with high
level of traffic aggregation and high capacity with respect to common access
rates: (i) the aggregated traffic intensity is Gaussian; (ii) the number of concur-
rent flows results from a fluidM=G=1model [37]. Under these assumptions,
theoretical expressions of the required capacity are derived in [36] as a func-
tion of the average (offered) load and the transparency time scale. A simple
explicit formula can be obtained in case of exponential flow size distribution.
An experimental validation of the method is performed in an operational net-
work environment with Asymmetric Digital Subscriber Line (ADSL) traffic:
as can be seen in Figure1.3, the model is shown to provide a very good fit
to the experimental data relating the long term average rate to the “peak rate”
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expressed as the 99% quantile.

Figure 1.3: 99% quantile of 1 s traffic rate as a function of 15 min mean traffic
rate

QoS Differentiation

In the perspective of dimensioning TCP/IP networks supporting QoS differen-
tiation, the performance of Internet links carrying TCP traffic with two priority
classes is considered in [38], see also [39]. The elastic flows are assumed to
appear according to a Poisson process and to fairly share the capacity (link
bandwidth). Hence the stochastic process of TCP flows is described by a
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multi-server PS queueing model, M/G/C-PS, with two customer classes. The
“number of servers”C of the queueing system is the ratio of the link capacity
over the access rate, assumed identical for all users.

Considering that high priority flows have strict priority (pre-emptive re-
sume) over low priority flows, closed-form expressions are derived for the
mean transfer time of high-priority flows in the general case, and of low-
priority flows in some special cases with exponential flow size distribution
[40]. In the general case, only approximate expressions for the mean transfer
time of low-priority flows can be provided. By comparing withns simula-
tions, it is demonstrated that the model provides highly accurate performance
predictions when the mean flow size is at least 10 IP-packets, the loss rate is
negligible, and the total traffic load does not exceed 70-80% (see Figure1.4).
When those conditions are not met, some packet level TCP features such as
slow-start and packet loss effects create significant discrepancies between sim-
ulation results and the simplified flow model outputs.

Figure 1.4: TCP performance for low priority customers - Pareto file size dis-
tributions; Link rate = 10 Mbit/s
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1.4.3 Streaming and Elastic Traffic Integration

Although TCP is still the dominant transport protocol in the Internet (about
90% of the overall traffic, measured in bytes, according to recent experiments),
it is not possible to ignore the current quick development of real-time applica-
tions (voice, video). So, in the near future, streaming and elastic traffic will
co-exist in the Internet with non-negligible part for each of them, and the
problem of their integration within shared resources has to be tackled. Two
contributions in COST 279 have provided substantial advances in that direc-
tion, by investigating the performance of TCP data transfers in presence of a
time-varying bandwidth. This variable capacity is that which is left available
by streaming flows, the packets of which are supposed to have priority with
respect to those of elastic flows.

Flow Level Dynamics

First, [41] concentrates on flow level TCP performance by considering a dy-
namic system where elastic flows as well as streaming flows appear and dis-
appear according to stochastic processes. Assuming Poisson flow arrivals on
a network link and fair bandwidth sharing among elastic flows, the model is
based on the performance of an M/G/1 Processor Sharing queue with time-
varying capacity. It is shown that the mean transfer time (or, equivalently,
mean throughput) of elastic flows may be greatly unstable if the streaming
traffic volume is not controlled. On the contrary, when the conditions for uni-
form stability are met, e.g., by performing admission control on the streaming
calls, the available bandwith is always greater than the elastic traffic demand
so that realized throughput is good and more easily predictable.

In the case of uniform stability, stochastic bounds of the mean transfer time
are given which are shown to be rather tight and to depend only on the mean
streaming and elastic loads, being insensitive to other detailed traffic charac-
teristics. These bounds correspond to two extreme regimes defined by the
time scales at which the streaming flow and the elastic flow processes evolve,
respectively. The fluid regime is a best case providing the lower bound for re-
sponse time, where the streaming flow process evolves so fast that elastic traf-
fic sees a constant available bandwidth. At the opposite, the quasi-stationary
regime is a worst case providing the upper bound, where elastic flows see a
succession of equilibrium states with constant number of streaming flows. A
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set of simulation experiments illustrates how the elastic traffic performance
evolves between these two bounds, as a function of elastic load and under dif-
ferent streaming or elastic flow size distributions. For example, Figure1.5
shows, rather surprisingly, that in the local instability region the elastic flow
throughput is higher when the variability of flow size is high; besides, system
insensitivity is verified in the uniform stability region.
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Figure 1.5: Impact of the elastic flow size distribution on the performance
(elastic flow thoughput) of streaming/elastic traffic integration

TCP Behavior

As a complementary approach, [42] deals with packet level dynamics of TCP
connections: an analytical model is developed which is able to reproduce the
main features of TCP (Reno) behavior in presence of time-varying available
capacity. The interaction between one persistent TCP flow and high-priority
real-time traffic (e.g., voice and video) is modeled by a two-dimensional con-
tinuous time Markov chain where the state vector is defined by the number of
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current streaming flows and the size of the TCP congestion window.
The accuracy of the proposed model, as compared to extensive ns sim-

ulations, is shown to be satisfactory on the whole and especially good when
the buffer size is of the same order as the connection bandwidth-delay prod-
uct and when the time scale of streaming flow dynamics is much larger (one
order of magnitude) than the RTT. Besides, as shown in Figure 1.6, the model
provides better results than other popular TCP models which appear either
optimistic [43] or pessimistic [44] in predicting the average flow throughput.
Finally, among other interesting TCP features derived from the model and sim-
ulations, an important result (confirming earlier simulation works) is the rela-
tive inability of TCP to make full use of the available bandwidth when sharing
the capacity with higher-priority traffic: an efficiency coefficient of about 70-
80% is typically observed with respect to the ideal case of constant capacity
and correctly sized buffer.

1.4.4 Packet Level Issues
Although not initially designed to do so, the family of TCP/IP protocols is
widely used today, and with little doubt in the near future, to provide sup-
port for ultra high-speed communication technologies over a multimedia In-
ternet network, covering the fields of computer communications as well as tra-
ditional communications. To complement the flow level approach for perfor-
mance analysis, as assumed in previous sections, one may believe that proper
adaptation of TCP/IP to this new telecommunications world and its require-
ments should be necessary and could be achieved in combination with Quality
of Service and connection control mechanisms (DiffServ, RSVP, ...). To this
end, [45] describes the issues and requirements regarding the TCP/IP protocol
operation, particularly focusing on the effect of network buffering and on the
analysis of Active Queue Management (AQM) schemes. Some simulations il-
lustrate how AQM, specifically Random Early Detection (RED) and Explicit
Congestion Notification (ECN), allow the avoidance of queue overflow and
help managing the realized bandwidth and packet discard process in case of
various flows with different priorities.

RED is one of the most popular AQM algorithms, widely studied in the
Internet community, whose aim is to “stabilize” TCP dynamics in case of over-
load in the network. Such mechanism implemented in router buffers begins to
drop packets in the early stages of congestion, according to a drop probability
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Figure 1.6: TCP connection performance (throughput) from models and sim-
ulations - Streaming traffic (supposed VoIP) offered load = 0.6

function of the average queue size. It is an interesting challenge to discuss the
proper shape the RED drop function should have. Based on simulation exper-
iments, [46] shows that the standard linear drop function, considered in the
original RED algorithm [47], cannot cope with a broad range of load. Partic-
ularly, significant under-utilization of link capacity is observed at low loads,
due to the drop function linearity.

Given the mathematical constraints that are derived to meet the low load
and high load requirements, [46] considers two ways for determining the proper
shape of the drop function, based on a class of polynomial functions and on
a TCP performance model. Performed simulations of FTP permanent connec-
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tions and Web-like transfers demonstrate that certain properly derived drop
functions allow a broader range of loads and yield less varying averaged queue
size as compared to the original linear function.

Finally, in order to support Service Level Agreements on IP networks,
some guidelines about resource dimensioning are given in [48]. Based on OP-
NET simulations of some Internet services such as Web (HTTP) and e-mail
(SMTP), the impact of the link layer (assumed Frame Relay) and transport
(TCP) control parameters on packet delays and application response times is
analyzed in details. Particularly, an interesting point is that the end-to-end
packet delay along the Frame Relay Permanent Virtual Circuit (PVC) path
mostly results from the queueing delay at the Wide Area Network (WAN)
ingress points, due to the significant bandwidth differences between LAN and
WAN link layers.

1.5 Routing Optimization and Load
Balancing

Since the early days of IP networks, researchers have been working on prob-
lems related to the routing of traffic. The first major challenge was keeping
the routes consistent and loop-free in the entire network domain even in the
presence of equipment failures. In order to assure this, the focus of research
and engineering was set on the automatic distribution of topology information
throughout the network and on the automatic generation of routing tables. The
result of these efforts was the intra-domain routing architecture of the Internet,
which has remained practically unchanged until today. In this architecture,
link weights (sometimes also called link costs) are assigned to each directed
link in the domain and used for the calculation of paths. The paths between
any two nodes in the domain are determined such that the sum of link weights
(i.e., link costs) over all path candidates is minimized. These paths are called
“minimum cost paths” or “shortest paths.” On top of this architecture, routing
protocols have been developed, which allow automatic dissemination of topol-
ogy information throughout the network. These protocols have been designed
for achieving network robustness and fast routing re-convergence in the case
of network faults. With this routing architecture the traffic paths remain static
as long as the link weights are not changed, meaning that the routing of traffic
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is not sensitive to load conditions in the network. As the goal of robustness has
been achieved, the focus of research has recently shifted to traffic engineer-
ing, i.e., performance optimization of operational networks. One of the most
important goals of traffic engineering is to achieve efficient use of network re-
sources, particularly the available bandwidth. In today’s IP networks, traffic
flows are mostly not optimally mapped to the available resources. The main
reason for this is that in this traditional routing architecture with the deployed
routing protocols there is no straightforward methodology for performing traf-
fic engineering; the paths of the traffic can only be influenced implicitly by
changing the setting of link weights in the network, which makes traffic alloca-
tion in an intuitive manner almost impossible. New approaches and technolo-
gies for traffic engineering in the Internet are therefore required. In addition to
traffic engineering, the optimization of IP networks with respect to resilience
requirements is becoming an increasingly important research topic. Usually,
the goal of such optimization efforts is to ensure non-degraded levels of ser-
vice in the presence of single link or node failures with a minimum of extra
capacity required for resilience.

In the framework of the COST 279 Action, a variety of approaches con-
cerning research methodology and employed technologies has been investi-
gated. The individual proposals are introduced in the next subsections.

1.5.1 Traffic Engineering Approaches Based on IP
Routing

Recently, many competing algorithms have been proposed which enhance the
current routing algorithms and protocols with traffic engineering capabilities.
These algorithms often employ multipath routing because it opens the possi-
bility of achieving an even distribution of load in the network. However, the
standard Equal Cost Multi-Path (ECMP) routing usually does not provide a
sufficiently large number of multiple paths, as all paths are required to have
the same, minimal cost. Additionally, ECMP always distributes traffic evenly
among the available paths without taking into consideration the current traffic
conditions in the network.

Multipath Routing with Dynamic Variance (MRDV) is proposed in [49]
as a routing protocol which improves the performance of IP routing protocols
under overload conditions. The main objective was to design a scalable and
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simple dynamic routing algorithm compatible with the traditional IP protocols.
In the MRDV scheme, whenever a node tries to send too much traffic through
a path, this traffic is distributed among several additional paths. A new routing
metric called “multipath with variance” is proposed, which enables the traffic
for each destination to be carried by additional paths beside those with min-
imal cost. The “variance” parameter basically describes the extent to which
the cost of additional paths may exceed the cost of optimal paths. The cen-
tral concept of MRDV is that the number of such additional paths towards a
destination dynamically depends on the extent of link overload. This multi-
path scheme results in a reduction of congestion and leads to a better use of
network resources. The MDRV algorithm has been evaluated using Network
Simulator (ns-2) for several different scenarios. The conducted performance
evaluation shows the algorithm’s stability as well as considerable performance
improvements over traditional routing schemes.

In [50], Adaptive Multi-Path Routing (AMP) is proposed as a new rout-
ing algorithm for dynamic traffic engineering. This distributed algorithm is
envisioned as an extension to current intra-domain routing protocols, which
operates autonomously and continuously in the nodes of the network, such
that it does not introduce any management overhead. With AMP, every node
performs load measurements on its output links. In the case of congestion, the
node which is sending traffic out directly on the congested link will immedi-
ately react to overload by trying to put more load on available alternative paths.
At the same time, this node will send so called backpressure messages to each
of its neighbor nodes, notifying them to which extent traffic they are sending is
present on the congested link. In other words, the neighbor nodes are informed
about their contributions to congestion. These neighbors will then also try to
offload their links which lead towards the congestion hotspot and they will pass
similar congestion indications (i.e., backpressure messages) to their neighbor
nodes, etc. This quasi-recursive signaling mechanism of backpressure mes-
sages is the central innovation of AMP. It enables global propagation of load
information, and at the same time it keeps the exchange of load information
(i.e., the signaling) local and thus very efficient with respect to the consump-
tion of network resources. Having a large number of multiple paths in the net-
work is a prerequisite for efficient load balancing, and therefore it is important
to also consider additional paths beside those with minimal cost. In order to
use such non-minimal paths, and still strictly avoid routing loops, AMP uses a



1.5. ROUTING OPTIMIZATION AND LOAD BALANCING 39

simple criterion which states that any neighbor node which is closer to the des-
tination in terms of cost than the current node is a viable next hop for multipath
routing. Note as an immediate conclusion that routing loops cannot form as the
cost to reach the destination always strictly decreases along every hop of the
path. AMP uses the 16-bit Cyclic Redundancy Check (CRC-16) for splitting
traffic into microflow aggregates based on the fsource, destinationg address
pairs, and divides the traffic among multiple paths by mapping portions of the
CRC-16 hash space (i.e., a range of microflow aggregates) to the viable next
hops for each destination. Load balancing is performed such that the relative
sizes of the hash space portions for each destination are dynamically adjusted
in every node. The algorithm has been implemented in Network Simulator
(ns-2), and simulations of the 27 node and 47 links AT&T-US network have
been carried out using a state of the art Web traffic model. The performance of
AMP is compared to shortest path routing and equal cost multipath routing for
a broad spectrum of load. The results demonstrate significant performance im-
provements and the stability of AMP throughout the investigated simulations.

It is well known that mixed integer programming must be used in order
to determine the optimal set of link weights for an IP network. This makes
the optimization problem NP-complete, such that heuristic method must be
used, which may result in inappropriately long computation times for large
networks. Therefore, a clear motivation is given for research in reducing the
scalability limitations of IP routing optimization. A novel method for the opti-
mization of large IP networks called “divide and conquer” is presented in [51].
The basic idea is to split the original network into smaller subnetworks and to
optimize these smaller subnetworks individually. In the “divide phase” of the
algorithm, the network which is to be optimized is decomposed into three sub-
networks. Two of these subnetworks are disjoint and relatively large, and the
third subnetwork is designed as a small central “ link” between them. Once the
decomposition of the original network is accomplished, the “conquer phase”
may begin. In this phase mixed integer programming is used for the formula-
tion of the optimization problem for the two large subnetworks created in the
“divide phase” . In the final step of the algorithm, after the optimization of these
subnetworks has been completed, it is left to merge the two individual results
into one solution for the entire original network. Both the performance of the
decomposition algorithm itself and the overall routing optimization using de-
composition have been evaluated. The performance of the overall “divide and
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conquer” scheme has been compared to both the direct optimization results for
the original network, and to the non-optimized original network (the topology
of the 25 node AT&T-US and a smaller 14-node network were used). Results
obtained from the different optimization techniques lead to the conclusion that
although “divide and conquer” never reaches the performance of direct opti-
mization, it represents a valuable technique for the optimization of large net-
works due to the significant reductions of computation times it achieves.

1.5.2 Traffic Engineering and Resilience Approaches
Based on Multi-Protocol Label Switching

As already elaborated in detail in the previous subsection, new distributed algo-
rithms for traffic engineering are introduced in [50] and [49]. Their common
characteristic is that no additional management overhead (i.e., no additional
intervention by network operators) is required for performing traffic engineer-
ing. However, both algorithms also require the enhancement of the network
(i.e., its nodes) with the specific functionalities required. In [52, 53, 54, 55], a
different approach is preferred where traffic engineering is performed by net-
work management based on Multi-Protocol Label Switching (MPLS). MPLS
is a technology for establishing LSPs between pairs of nodes in a network do-
main. Unlike what happens in the traditional IP architecture, where the paths
of traffic are derived from the assigned link weights, the paths can be chosen
arbitrarily with MPLS. This opens a large potential for traffic engineering and
for novel resilience schemes, provided that a comprehensive concept is used
for path establishment and network management. As no additional networking
algorithms or protocols are generally needed if MPLS is used, no updates to
the network technology are required. The essential mechanism in most of these
approaches is to use offline optimization of LSPs. Traffic engineering methods
for MPLS networks are in many ways similar to methods developed for ATM
(like, e.g., in [55]), as both technologies essentially rely on establishing label
switched paths in the network.

Several different offline traffic engineering approaches for MPLS networks
are presented in [52]. In the first approach, only MPLS is used for the routing
of traffic, and traffic engineering is performed by defining a linear program
for network optimization. The input for the program is information about the
network topology and the traffic demand matrix. The weighted sum of the av-
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erage and the maximum link utilization is minimized in the objective function.
For the purpose of performance evaluation, the weights are set such that ei-
ther the maximum, or the average, or both the maximum and the average link
utilization are minimized. Different optimization strategies are evaluated for
two different networks of 20 and 25 nodes. The values for the average and
the maximum link utilization obtained in these optimizations are compared to
values which result from using pure IP routing. As expected, the best results
in MPLS optimization are achieved when both the average and the maximum
link utilization are included in the objective function. In the second approach
three different routing scenarios are compared (unoptimized pure IP network,
IP network with optimized link weights, and optimized MPLS network) for
networks of 10, 20, and 25 nodes. The results show that the optimized MPLS
and the optimized pure IP network perform similarly well (with a slight ad-
vantage for MPLS), and that both optimized schemes by far outperform the
unoptimized pure IP network. As MPLS is able to operate simultaneously
with the IP protocol in the same network without interferences, traffic engi-
neering possibilities for a combination of IP and MPLS traffic forwarding are
also investigated. A new algorithm for traffic engineering of combined pure
IP and MPLS networks called Decompose-Design-Reassemble (DDR) is in-
troduced. The input for the algorithm is a pure IP network in which a number
of flows are identified as suitable for traffic engineering manipulations. Subse-
quently, LSPs which are supposed to accommodate these flows are computed.
These LSPs will be established only in the case that the computed path of the
LSP is not identical with the corresponding IP path for a particular flow. This
results in a significant reduction of the number of flows which will actually
be forwarded within LSPs. Results show that usually only up to one third of
the paths computed by such an optimization algorithm must really be routed
within LSPs because they do not match the standard IP paths. This opens the
potential for significant reductions of the amount of MPLS-related state infor-
mation in the network.

In contrast to traffic engineering, which is usually performed on the time-
scale of minutes or hours, network capacity planning is a long-term strategic
activity for network operators. Besides forecasting future traffic demands, a
major factor which must be considered in the context of planning is the amount
of backup capacity needed for ensuring resilience. As the capacity installed
for resilience will not be used under normal network conditions (i.e., in the ab-
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sence of network faults), network operators have a strong economic incentive
to minimize the amount of backup capacity installed. In [30], new protection
switching mechanisms for autonomous systems are proposed which may be
implemented using MPLS. The fundamental idea is to take advantage of the
load balancing potential of multipath traffic forwarding in order to minimize
the amount of required backup capacity. Inside the autonomous system, only
disjoint multiple border-to-border paths are employed, such that network con-
figuration and failure diagnostics are kept simple. Two basic path protection
mechanisms are proposed, which differ with respect to the use of multiple
paths. In the first approach, traffic is routed only on single shortest paths in
the absence of failures, and multipaths are used for backup purposes. The
second mechanism employs multiple paths, and in the case of failure it redis-
tributes traffic from the inactive paths to the active paths. The results show that
the performance of the introduced protection schemes depends on the network
topology, and in particular on the number of disjoint paths in the network, but
not on the network size. The main metric used in the performance evaluation of
the presented mechanisms is the backup capacity required. It is demonstrated
that the proposed schemes require significantly less backup capacity than, e.g.,
standard Open Shortest Path First (OSPF) re-routing. The main result of the
performance evaluation is that typically only around 20% additional resources
are needed to provide full resilience against all single link or node failures in
well designed networks.

1.6 Scheduling

This section reports a model of a specific scheduler, theoretical results about
instability phenomena in packet networks, a new priority scheme for the QoS
provisioning in the Internet, and the use of traffic prediction for dynamic re-
source allocation schemes.

A Lambda scheduler within a Generalized MPLS (GMPLS) node is stud-
ied in [56] both by means of an OPNET simulation model and by an analytical
model. The simulation model consists of two basic elements: the request gen-
erator and the �-scheduler. The request generator describes the arrival process
of the requests that are generated for a GMPLS node by its adjacent nodes.
The user can configure the simulator so that the inter-arrival time of requests
matches a desired statistical distribution. The �-scheduler serves the requests
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according to the following wavelength mapping policy. First, the scheduler
checks if an output wavelength is available (a constraint, i.e., a list of possible
output wavelengths, can be associated to each request). Then, in order to save
wavelength converters, preference is given to the output wavelength which di-
rectly maps the input one. If direct mapping is not possible, the availability
of a wavelength converter is checked. If no converters are free, the request
is rejected. For the development of the analytical model, which is based on
a Markov chain, the arrival process of requests is assumed to be Poisson and
the outlets are chosen at random. Requests are lost if no direct mapping and
no converter are available. The accuracy of the analytical model is validated
by comparison against simulation results. Moreover, the performance of the
scheduler is evaluated for different values of node size, number of converters,
and offered load. Performance is evaluated in terms of the probability to reject
a call and of the node utilization. Clearly, the performance degrades with the
traffic load and improves with the size of the node and the number of wave-
length converters.

Instability phenomena in underloaded packet networks are investigated in
[57]. Instability may occur in underloaded networks under particular condi-
tions, such as routes that make the customers visit the same queues several
times, variations of the customer service times at different queues, or complex
scheduling algorithms. In [57], QoS schedulers in packet networks are consid-
ered. In order to represent the approaches currently considered for QoS pro-
visioning in the Internet (e.g., DiffServ), the analyzed scenarios have acyclic
routes and service times varying according to the channel capacity. Two kinds
of schedulers are considered: Generalized Processor Sharing (GPS) and strict
priority. Networks of queues with GPS schedulers were already known to be
universally stable provided that nominal rates of the flows are greater or equal
than the effective average rates. As a new result, in [57] it is shown that some
instability can occur when some of the actual packet rates exceeds the nomi-
nal rates, which is quite likely to occur in real systems. Indeed, a mismatch
between nominal rates and effective rates is likely since the estimation of the
effective rates is typically based on local traffic measurements and tends, thus,
to be inaccurate. For what concerns strict priority schedulers, they are proved
to be stable provided that the priority ordering of packet flows is the same in
all the queues of the network. Moreover, weak forms of instability can be
observed in networks which combine First In First Out (FIFO) and priority
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scheduling for values of the load as low as 0.6.
A new method called Priority Forcing Scheme (PFS) is analyzed in [58].

PFS allows Internet applications to get service better than best effort by means
of the following mechanism. Besides data packets, the PFS application gen-
erates some additional redundant packets, named reservation packets, whose
role is to implicitly reserve resources for a given data traffic flow. Indeed, at
its arrival at a router, a data packet checks if any reservation packet belonging
to the same flow is already queued in the router. If so, the data packet can
replace the reservation packet, so that the data flow receives a prioritized ser-
vice. Numerical results show that the performance improvement achieved by
PFS increases with the average number of queued packets, i.e., as the traffic
intensity increases. By properly setting the parameters of the scheme, packet
delay characteristics can be shaped. As cases of practical interest, Voice Over
IP and FTP applications are considered. The proposed scheme improves the
end-to-end quality of both services, and is particularly efficient under overload
traffic conditions.

The authors of [59] consider a link shared between high priority traffic
and some low-priority streams. In order to optimize the bandwidth allocation,
the algorithm which decides how to share the available bandwidth between the
low-priority flows can use estimations of the future load. The document pro-
vides a framework for evaluating the possible benefits that dynamic resource
management algorithms achieve by employing traffic prediction techniques.
The performance of a processor sharing system is evaluated by simulation.
In the considered experiments, the traffic prediction technique is based on
adaptive filters, which are capable of properly responding to traffic variations.
Moreover, the objective of the resource allocation scheme is to keep the input
queues of the same size.

1.7 Multicast

The popularity of large-scale distributed applications, such as video confer-
ence, multimedia dissemination, electronic stock exchange, and distributed co-
operative work has grown with the availability of high-speed networks and the
expansion of the Internet. The key property of these types of applications is the
need to distribute data among multiple participants together with application
specific QoS requirements. This fact makes scalable multicast protocols an
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essential underlying communication structure. Increase in the share of multi-
casting in high-speed data networks is expected to alter the aggregate network
traffic structure and call for improved control mechanisms. Investigation re-
garding the influence of QoS parameters such as reliability and scalability on
network traffic will be important.

A significant protocol element for ensuring reliability at the transport level
is message loss recovery. Two representative approaches for many existing
loss recovery solutions in scalable multicasting are nonhierarchical feedback
control and hierarchical feedback control. Overall, the key issue is to reduce
the number of feedback messages that are returned to the sender. In the former
approach, a model that has been adopted by several wide-area applications
is referred to as feedback suppression. A well-known example is the Scal-
able Reliable Multicast (ScRM) protocol. In ScRM, when a receiver detects
that it missed a message, it multicasts its feedback to the rest of the group.
Multicasting feedback allows another group to suppress its own feedback. A
receiver lacking a message schedules a feedback with some random delay. An
improvement to enhance scalability is referred to as local recovery, which is re-
lated to restraining the recovery of a message loss to the region where the loss
has occurred. In the latter approach, hierarchical approaches are adopted for
achieving scalability for very large groups of receivers. Scalable reliable mul-
ticast is an area of active research. In addition to the mentioned approaches,
another alternative for ensuring reliability is Forward Error Correction (FEC).
The idea behind this approach is predicting losses and transmitting redundant
data. On the other hand, recent epidemic or randomized approaches to loss
recovery have promising outcomes in terms of robustness and overhead. In
this direction, Bimodal Multicast provides an epidemic loss recovery mecha-
nism. Periodically, every site chooses another site at random and exchanges
information to see any differences and achieve consistency. The information
exchanged includes some form of message history of the group members. Epi-
demic protocols are simple, scale well, are robust against common failures,
and provide eventual consistency as well. They combine benefits of efficiency
in hierarchical data dissemination with robustness in flooding protocols.

Both [60] and [61] focus on the traffic properties of Bimodal Multicast
induced by its epidemic recovery mechanism in comparison to ScRM. The
empirical results demonstrate that Bimodal Multicast generates more desirable
traffic than ScRM. We elaborate on the protocol mechanisms as the underly-
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ing factor in these results. Further description can be found in Section 2.3.1.
From a traffic perspective, the aim of these studies is to discover and develop
multicast protocols that not only feed well-behaved traffic discretely into the
existing networks, but also can cope with the existing self-similar traffic and
its adverse consequences.

A large deviations approximation for evaluating the gain of using multi-
cast over unicast in a communications link is presented in [62]. This is a useful
approach, especially for large links, as Monte Carlo simulation has problems
in this case. Multicast gain is defined as the ratio of number of users that can be
served with a target blocking probability with multicast divided by the number
of such users with unicast. A simpler estimate of multicast gain is the ratio of
the number of users that generate mean link occupancy in each communica-
tion method. The idea in the combination of unicast and broadcast is to use
broadcast to transmit the most popular content. For this to work, the opera-
tor needs to select the appropriate content and allocate the optimal number of
channels that minimizes the blocking probability of unicast. Gain over unicast
is computed similarly with a combination of unicast and broadcast instead of
multicast. Numerical results show that for larger values of the parameter of the
Zipf distribution, valid for a user’s selection of a particular channel, the com-
bination of unicast and broadcast outperforms the use of multicast. The results
contain approximations and rely on the assumption that the operator is able to
select the most popular channels. However, broadcasting may be considered
as an alternative also due to the concerns about practical problems associated
with implementing the multicast functionality in the network.

[63] focuses on the epidemic anti-entropy model of Bimodal Multicast uti-
lized for reliability of the protocol, and demonstrates its scalability and robust-
ness. We give our comparative simulation results discussing the performance
of the model on a range of typical scenarios. We demonstrate that anti-entropy
loss recovery produces balanced overhead distribution among group receivers
and is scalable with an increase in group size, multicast message rate, and
system-wide noise rate. The anti-entropy distribution model provides eventual
data consistency, scalability, and independence from communication topolo-
gies. It also transparently handles failures and can work with minimal connec-
tivity.

Overall, the results of the above studies can be considered toward the gen-
eral problem of integration of multicast communication into the Internet. In
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particular, mechanisms including efficient loss recovery and scalability to sup-
port multicast transport would be essential. Various applications on both wired
and wireless settings could benefit from multicast communication support with
efficient provision of reliability guarantees.

1.8 Graph Models for Interconnection
Networks

The problem of finding an adequate characterization of the topology of the
huge, global Internet has been an object of intensive research during the last
few years. The necessary prerequisite for such studies is provided by the em-
pirical results on Internet topology, obtained from systematic large-scale sens-
ing with traceroute . The Cooperative Association for Internet Data Anal-
ysis (CAIDA; www.caida.org ) has been most important in this activity.

One of the most interesting models studied in this context is the so called
Power-Law Random Graph (PLRG). The degrees of the nodes are drawn inde-
pendently from the power-law distribution, and the connections are then cho-
sen randomly. This model is extremely simple, and it has been a surprise that
its resemblance to the real Internet is much better than one might think. Three
COST 279 contributions have been devoted to this model. (It should be noted
that these papers focus on the model itself, not on its relation to reality.)

The main result in papers [64] and [65] is the following: Denote the num-
ber of nodes by N and assume that the tail of the degree distribution decreases
as P (D > d) � d��+1, where � 2 (2; 3) (infinite variance!). Then the hop
distance between two randomly selected nodes of the giant component (the
random graph need not be fully connected) is asymptotically almost surely
less than (2 + o(1))k�, where

k
�

=

�
log logN

� log(� � 2)

�
:

Thus, the practical diameter of the graph grows hardly at all when N runs
through many orders of magnitude. This phenomenon, and the proof of the
theorem, is based on a kind of “soft hierarchy” : the nodes with high degrees
(“high” meaning larger than a certain function of N ) form a “core network”
that enables short connections.

www.caida.org
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The paper [66] makes further studies on the model, mainly based on sim-
ulations only. A routing system is added to the core part of the model by
assuming a “natural” routing system, where the routing is hereditary, invert-
ible, and uses least-hop paths. This lets the traffic concentrate very unevenly
on the links. With a uniform traffic matrix, a roughly exponential distribution
of link loads was observed in this setup.

Since the nodes with large (high degree) nodes play a central role in the
high connectivity of the PLRG, it was interesting to study the vulnerability
of the PLRG against losses of large nodes. When only the huge nodes with
degree higher than

p
N were removed, the distances became a little longer,

but the effect was not dramatic. When the whole core was lost, a big part of
the network remained still connected, but now the distances became substan-
tially longer. These results tell of very high resilience of the topology but are
probably overoptimistic in comparison with the real Internet.

The last topic studied in [66] were the implications of the model to the
efficiency of multicasting. It was found that, in a moderate size multicast tree
between randomly selected nodes, the gain is obtained mainly in the portion
from the source to the center part of the core, after which the routes to the
different receivers don’ t overlap much. This differs rather clearly from the
more standard scenario of branching resembling a binary tree.



Chapter 2

Traffic Measurement and
Characterization
Markus Fiedler
Blekinge Institute of Technology, Karlskrona, Sweden

Contributors:

Mine Caglar (Koc University, Turkey), Patrik Carlsson (Blekinge Institute of
Technology, Sweden), Marcus Fiedler (Blekinge Institute of Technology, Swe-
den), Guoqiang Hu (University of Stuttgart, Germany), Jorma Kilpi (VTT In-
formation Technology, Finland), Udo Krieger (Otto Friedrich University Bam-
berg, Germany), Petteri Mannersalo (VTT Information Technology, Finland),
Sándor Molnár (Budapest University of Technology and Economics, Hun-
gary), Luca Muscariello (Politecnico di Torino, Italy), Philippe Olivier (France
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2.1 Introduction
We observe currently a fast evolution of web, multimedia, and especially peer-
to-peer applications. This evolution yields a rapidly changing load environ-
ment for the transport of data streams subject to severe QoS constraints. Con-
sidering the needs for traffic planning and QoS assessment in wired and wire-
less access, as well as backbone networks, issues like load modeling and traffic
characterization by thorough statistical techniques have to be addressed as the
first basic steps of teletraffic engineering. For this purpose, new and reliable
traffic measurement, modeling, and estimation techniques are required to ac-
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curately determine the traffic load and the resource usage in wired and wire-
less networks. The goal of this chapter consists in providing a comprehensive
overview on related activities within the COST 279 action. Its structure reflects
natural steps of obtaining results:

� traffic measurement in Section 2.2, which concerns rather technical is-
sues related to the collection of traffic and its statistics;

� traffic characterization in Section 2.3, to provide a rather qualitative
desciption of traffic behavior;

� traffic modeling in Section 2.4), to provide a rather quantitative descrip-
tion with focus on models and their parameters;

� traffic estimation in Section 2.5), which is about inference and predic-
tion of traffic volumes based on observations.

2.2 Traffic Measurement
The process of measuring traffic forms the basis not only for characterization,
modeling, and estimation, but also for network dimensioning, traffic engineer-
ing, capacity provisioning, and management. By providing an important link
to reality in order to establish and validate methods and actions, traffic mea-
surements play a central role for almost any kind of network-related activity.
However, measurements in the Internet context have traditionally not been car-
ried out with that much effort and precision as in the case of telecommunica-
tions, where they take a very natural place in QoS provisioning.

The following subsections provide an overview of tools used in various
studies and discuss achievements in measurement methodology developed in
the scope of COST 279.

2.2.1 Passive Measurements
[67] defines: “Passive measurements are by nature non-intrusive. In this class
of measurements, traffic parameters are monitored at a particular point of the
network such as a router or a Point of Presence (POP).” By monitoring (i.e.,
basically counting) or collecting traffic in different places at the same time, the
analyst may get a holistic view on what is going on in a network and collect
statistical data to build models upon.
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For network operation and management purpose there exists a widely de-
ployed infrastructure for monitoring performance-related data: almost each
non-low-cost IP-enabled device offers an agent that can be polled via the Sim-
ple Network Management Protocol (SNMP). Sometimes, the Remote Monitor-
ing (RMON) extension delivers additional performance data. For perfomance
monitoring purposes, such a polling is done on rather large time scales (5–60
minutes). As advanced traffic modeling needs information about the traffic on
timescales of seconds and beyond, [68] investigates to which extent SNMP
can be used for such a purpose. Depending on the device under test, counter
update intervals of several seconds or response times of up to half a second
were observed. This illustrates the need of evaluating the reponse behavior
of SNMP agents before using them for quantitative measurements. In case of
backbone links, successful efforts to infer traffic behaviour on short time scales
from medium-term measurements (e.g., 15 minute intervals) are presented in
[36].

If information more detailed and accurate than the one provided by SNMP
and RMON is required, packets (or at least their headers) need to be collected
with the corresponding time stamps. A very common tool for passive monitor-
ing of IP packets is tcpdump , which is used in [69, 70, 71, 72, 73, 74, 75, 76].
Usually the tool runs on a sender, receiver, or dedicated monitoring machine,
for instance connected to a monitoring port of a switch [71] (see Figure 2.1),
or to a wiretap. Tcpdump traces have to be post-analyzed to yield the desired
information. For example, the tool Tstat [75] allows for the reconstruction
of TCP sessions, while [76] describes how to identify signalling and download
packets for the currently very popular peer-to-peer service eDonkey [77].

There are however critical issues related to the synchronization and pre-
cision of the time stamps [67, 78]. Moreover, as the measurement equipment
is usually expensive, there is an economical gain when sharing measurement
equipment between measurement processes. A concept of distributed Pas-
sive Measurements Infrastructure (PMI) is presented in [78]. This paper dis-
cusses on how to coordinate and manage such joint measurement equipment.
It does so using the concepts of Measurement Points (MPs), Measurement Ar-
eas (MAs), and Super Measurement Areas (SMAs). To allow for large scale
deployment the PMI can use a wide range of collection equipment, from dedi-
cated hardware to Packet CAPture (PCAP) library solutions. Furthermore, the
PMI focuses on capturing and collection, while the analysis of the data is up
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Figure 2.1: Example for the use of tcpdump on a monitoring port of a switch
[71].

to the user.
Yet another possibility of implementing passive measurements consists in

adding the desired functionality to (public-domain) software. For instance,
in [79] a Gnutella servent process Gnut was modified in order to collect the
desired statistics.

Finally, [9] describes the on-line optimization of token bucket parameters
based on on-line measurements of the target stream.

2.2.2 Active Measurements

According to [67], “Active measurements are more intrusive, as they inject
traffic into the network. The rationale behind active measurements is that esti-
mating the end to end QoS, as sensed by a real application, can only be done by
putting oneself in place of the real application.” Thus, active measurements re-
flect the experience of a network user rather than a holistic view of the overall
performance of a network.
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The simplest and most widely known active measurement tool is ping ,
which allows for the estimations of RTT and loss quotas.[80] presents a fur-
ther development for wireless networks called Wave-Ping (WVPing). When
invoked, this tool reads status information from the wireless network interface
card driver. Thus, the important connection between RTT and signal quality,
noise level, Signal-to-Noise Ratio (SNR), and number of erroneous packets
on Medium Access Control (MAC) level can be displayed. Furthermore, the
number of the radio channel reveals handovers. WVPing results are shown in
Section 2.3.6.

Another example of an active measurement is given by the packet-pair
technique described in [67]. Two packets of length L are sent into the network
in a back-to-back fashion. If they arrive dispersed at the receiver, i.e., spaced
by time � , they have experienced a bottleneck of capacity � = L=� .

2.3 Traffic Characterization
The following subsections contain a broad realm of qualitative studies of traf-
fic behaviors in different scenarios. Multicast, Optical Burst Switching, and
TCP traffic are investigated with regard to self-similar properties. Also, traffic
aggregation for modem pool traffic yielding Gaussian properties is discussed.
Finally, General Packet Radio Service (GPRS), Wireless LAN (WLAN), and
Peer-to-Peer (P2P) traffic are characterized.

2.3.1 Multicast traffic

Most efforts on multicast communication have focused on developing new ap-
plications and protocols that are compared with respect to performance mea-
sures such as scalability, reliability and congestion control. However, the na-
ture of the traffic stream generated by each type of protocol, particularly with
respect to self-similarity, has not been studied extensively. The transport layer
mechanisms are important components in translating heavy-tailed file size dis-
tributions at the application layer into link level traffic self-similarity. In par-
ticular, [60] and [61] focus on the traffic that scalable multicast protocols gen-
erate. The results provide empirical evidence for the fact that the level of self-
similarity depends on the transport protocol used. Bimodal Multicast is a novel
option in the spectrum of multicast protocols. It is based on an epidemic loss
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recovery mechanism which has a Markovian structure. The protocol has been
shown to exhibit stable throughput under failure scenarios that are common on
real large-scale networks. In contrast, this kind of behavior can cause other
reliable multicast protocols to exhibit unstable throughput. Bimodal Multi-
cast is compared to ScRM as the latter is inspired by the principles of TCP/IP
protocol stack, which is prevalent in the Internet and exhibits self-similarity.

In [60], empirical results demonstrate that the epidemic approach of Bi-
modal Multicast generates more desirable traffic than ScRM in the case of a
Constant Bit Rate (CBR) source. ScRM traffic shows long-range dependence
and self-similarity whereas Bimodal Multicast traffic is short-range dependent.
The approach is to analyze simulation traces obtained from ns-2 and provide
analytical support for the results. The delays at the transport level and traffic
at the link level are studied. Bimodal Multicast yields lower overhead traf-
fic and transport delays than ScRM. The protocol mechanisms are elaborated
on as the underlying factor in the empirical results. The intrinsic relation of
these mechanisms to traffic characteristics is studied through delay analysis in
the case of Bimodal Multicast and discussed for ScRM. The marginal delay
distribution has been analyzed for Bimodal Multicast and is shown to decay
exponentially. This substantiates that Long Range Dependence (LRD) is not
expected intrinsically due to the epidemic mechanism of the protocol. More
information on epidemic loss recovery can be found in Section 1.7.

[61] considers a self-similar source, namely an on/off sender that transmits
with Pareto on and off times. It is well known that when sufficiently many of
traffic streams from such sources are aggregated, long-range dependence arises
at the link level. Results pertaining to self-similar source are compared with
the CBR case. In the case of an on/off sender, Bimodal Multicast still gen-
erates short-range dependent delay, which is scalable in number of users like
its other superior performance properties of stable throughput, lower protocol
overhead, and reliability. However, long-range dependence emerges at the link
level when the source induces self-similarity. Although there is a single on/off
source, at the link level there is an aggregation arising from the recovery pro-
cess of all receivers in the network. For ScRM, the traffic becomes worse in
terms of both delays and at the link level compared to the CBR case. The
timer-based loss recovery mechanism of ScRM triggers self-similarity with
long-range dependence, whereas the Markovian structure of Bimodal Multi-
cast inherently generates short-range dependent traffic. As future work, Bi-
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modal Multicast deserves more research in terms of traffic characteristics for
various parameters, such as gossip rate and buffer sizes. One goal for such
work is to provide a stochastic model involving the parameters and the mecha-
nisms of Bimodal multicast. Comparative studies with other scalable multicast
approaches will help to identify efficient protocol mechanisms.

2.3.2 Optical Burst Switching traffic

In Optical Burst Switching (OBS) networks, the essential function of burst
assembly puts together, at the edge nodes, a number of IP packets into an opti-
cal burst of larger size so as to achieve efficient burst switching. The ability of
OBS to reduce the self-similarity of IP traffic, heavily discussed recently, is im-
portant for the evaluation of OBS network performance. In [81] this question
is studied both via simulation and via theoretical analysis. Three different as-
sembly schemes are inspected: threshold-based scheme, time-based schemes,
and time-based with padding. The traffic is studied in terms of byte and packet
(or burst) stream, respectively. It is found that only in the case of time-based
assembly and regarding the burst departure process, self-similarity is reduced
when increasing the time-out interval of the assembly algorithm. In all other
cases, especially when traffic is measured as byte-stream, assembly has no
impact on the self-similarity properties.

2.3.3 TCP traffic

[70, 82] present a measurement and analysis study on how TCP congestion
control can propagate self-similarity between distant areas of the Internet. This
property of TCP is due to its congestion control algorithm, which adapts to
self-similar fluctuations on several timescales. The mechanisms and limita-
tions of this propagation are investigated, and it is demonstrated that if a TCP
connection shares a bottleneck link with a self-similar background traffic flow,
it propagates the correlation structure of the background traffic flow above a
characteristic timescale. The cut-off timescale depends on the end-to-end path
properties, e.g., round-trip time and average window size. It is also demon-
strated that even short TCP connections can propagate long-range correlations
effectively. The analysis reveals that if congestion periods in a connection’s
hops are long-range dependent, then the end-user perceived end-to-end traffic
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is also long-range dependent and is characterized by the largest Hurst expo-
nent. Furthermore, it is shown that self-similarity of one TCP stream can be
passed on to other TCP streams multiplexed together with.it. These mecha-
nisms complement the widespread scaling phenomena reported in a number
of recent papers. The arguments are supported with a combination of analytic
techniques, simulations and statistical analyses of real Internet traffic measure-
ments.

2.3.4 Modem pool traffic

Gaussian models are discussed in paper [83] and in its preliminary version
[69]. Whereas [69] is more oriented to traffic characterization, the final ver-
sion [83] turns more to the methodological direction. Any Gaussian traffic
model is motivated by the Central Limit Theorems (CLTs). Hence, to justify
Gaussian models there must be enough traffic aggregation. The aggregation
can be theoretically divided into the horizontal and vertical directions. Hori-
zontal aggregation is the time scale or resolution, aggregation is essentially the
number of contributing sources at a time slot.

The traffic trace analyzed in [69] and in [83] was measured from a modem
pool of a commercial Internet Service Provider (ISP) and, since the level of
vertical aggregation was rather high, a natural question to ask was whether it
was high enough to justify Gaussian traffic models for some (or any) time reso-
lutions. [69] contains already the basic ideas of determining the minimum time
scale and minimum number of contributing sources that would be required by
the CLT. In [83] some simple and pragmatic ideas were used to determine the
first time scale where the Gaussian approximation is plausible. In the down-
stream directed traffic this was between 0.512 s and 1.024 s for the data trace
studied. However, the effect of the CLT was already visible from a 0.128 s
resolution, but the amount of vertical aggregation was not sufficient for res-
olutions from 0.128 s to 0.512 s. Some heuristic approximations were made
to determine how much more vertical aggregation would be required in these
smaller time scales in an ideal case. In the upstream directed traffic none of
the timescales studied gave satisfactory results, and some reasons for this are
also explained in [83].
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2.3.5 GPRS traffic

GPRS traffic is considered in [84] and in its preliminary version [72]. These
papers present some results obtained from tcpdump traces recorded between
the GPRS backbone network and the Internet, but before the Network/Private
Address Translation (NAT) is done. The measurement was done in May, 2002,
about half a year after the operator had launched its commercial GPRS service.
It is probably one of the first published GPRS user traffic measurements in
the world. A GPRS session was defined as all the packets (and their time
stamps) with the same temporary IP address that the user is given when he/she
is attached to the GPRS network. The main observations were that during the
measurement time, most GPRS sessions started during the working days and
in working hours, that they were in general roughly similar to low access speed
dial-up sessions, and that GPRS session durations and session volumes seem to
have heavy-tailed distributions. Also, the majority of the data transfer occurs
typically in the beginning of the session and the GPRS users typically detach
from GPRS network when they have finished active usage.

[74] studies distributional properties of GPRS/GSM session volumes and
durations. It combines a known statistical method of ascertaining about the
underlying distribution with the data-analysis of GPRS data introduced in [72]
and in [84]. The statistical method is based on the concept of maximum corre-
lation, and was used because there was no a priori reason to expect or prefer
any particular distribution. The main result is that these data sets exhibit a
heavy-tailed nature. The Weibull distribution with the shape parameter be-
tween 0 < � < 2 is one of the possible models. [74] is a first draft version of
the document; please contact the author of the paper for the latest version and
the current status of the document.

2.3.6 WLAN traffic

The integration of wireless networks into high-speed NGNs based on the IP
technology and its corresponding resource reservation and QoS-management
mechanisms is one of the most challenging current tasks of network design
and engineering. The fast convergence of these wireless and wired networks
coincides with the planned deployment of new integrated multi-media and in-
teractive Web services that are independent of the realized mobility patterns of
the terminals and users. Traffic characterization in such wireless environments
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Figure 2.2: RTT delay samples from WVPing with 4088 byte payload for
roaming in a basic service area of the 2 Mbps environment.

constitutes a new exciting task of teletraffic theory.
In [80] a wireless next generation IP-network and its corresponding QoS-

management mechanisms are considered. A service architecture is sketched
where adaptive applications are running on top of the transport and network
layers with their resource and mobility-management functionalities. A series
of comprehensive traffic measurements is used to study the interworking of
flow control, resource reservation and mobility management. Considering a
terminal roaming in a basic service area of a 2 Mbps IEEE802.11 WLAN,
typical results of the RTT as compared to the SNR and related handovers, as
well as the evolution of the TCP congestion window, are shown in Figure 2.2
and 2.3, respectively.

2.3.7 P2P traffic

P2P services have evolved to one the most popular applications in today’s
Internet. P2P networks have become very popular recently, as witnessed by
the relentless spread of the Gnutella [85], Kazaa [86], and eDonkey [77] file
sharing applications. Remarkably, only very simple protocols and almost no
support by the transport network have been needed to make these distributed
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Figure 2.3: Dynamics of the TCP congestion window subject to roaming in
one basic service area for stream traffic patterns in the 2 Mbps environment.

services operable on a large scale in very little time. P2P services trade their
advantages of autonomous, adaptive, and resilient service operation with the
disadvantage of causing high data and signalling traffic volumes. The traffic
patterns of P2P applications fluctuate strongly in time and space. As a result,
it is anticipated that traditional network design techniques and traffic engineer-
ing procedures may no longer be applicable and new methods may be needed
that maintain the autonomous and self-organizing characteristics of P2P.

In [79], the authors present a measurement study on the signalling traffic
in Gnutella overlay networks. Both signalling load and the scale of variability
in the existence of P2P overlay connections are investigated. The study reveals
that an uncontrolled Gnutella client consumes high amounts of bandwidth for
its signalling traffic, reaching up in the order of tens of Mbps. Furthermore,
the signalling traffic in Gnutella overlays varies strongly over short timescales,
due to the Gnutella use of flooding protocols. The investigation of the overlay
connection holding time in Gnutella showed that the distribution typically has
bi-modal characteristic. The modes correspond to a “short” state, where typ-
ically host information is transmitted, and to a “stable” mode, where mainly
content queries are exchanged. The modes identify the time scales on which
a dynamic and adaptive management of P2P overlays and P2P services is of
advantage or needed.

In [76] the authors provide a traffic profile for the eDonkey P2P filesharing
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Figure 2.4: Correlation of eDonkey TCP holding time and flow size

service [77]. The eDonkey system is typically used for exchanging very large
files like audio/video CDs or even DVD images, and possesses a hybrid P2P
architecture with distinct servers and clients. The eDonkey system makes use
of the multi source download feature, which permits the simultaneous trans-
mission of file chunks to a downloading peer. The traffic profile shows that
signalling and download have significantly different characteristics. Figure 2.4
depicts a scatter plot describing graphically the correlation of the TCP holding
time and the size of eDonkey flows. Each dot in the scatter plot represents
an observed eDonkey flow. The brighter dots are identified download flows,
the dark dots represent non-download connections. The scatter plot shows that
almost all identified download flows are within the same region. In turn, the
non-download flows are in an disjunct region of the plot. This graph reveals
that download and non-download flows have significantly different character-
istics. A future traffic model has to distinguish between both types of traffic.
In addition, the traffic profile, provided in [76], gives evidence that the ex-
pected “mice and elephant” phenomenon in eDonkey traffic is not as severe as
expected.



2.4. TRAFFIC MODELING 61

2.4 Traffic Modeling
This section starts with contributions on the estimation of probability density
functions (pdfs), which is an important initial step in the process of modeling.
Following, the application of Poisson- and Markov-type models for web traf-
fic, inter-satellite routing, and model matching in the presence of long-range
dependence is discussed. A time-discrete model provides insight into the im-
pact of network stages on packet streams. Flow-level models, their parameters
and applicability are discussed. The subsection on fluid models deals with the
impact of modeling timescales on performance and the capability of detect-
ing and describing the impact of bottlenecks. Finally, a couple of fractal-type
models is presented.

2.4.1 PDF Estimation

In [87] the estimation of heavy-tailed probability density functions, their mix-
tures, and high quantiles is studied. First, the relevance of this issue in tele-
traffic engineering is discussed and then a new combined estimation technique
for such pdfs f is proposed. The “ tail” of the pdf is estimated by a para-
metric tail model fT (x) = x��1 + 2x�2�1 and its “body” fB(t) =
1

x(k)

P
N

j=1
�j'j(

t
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that
are evaluated at the data points x(k) of a sample. To provide the minimum of
the mean-squared error of the estimation, the parameters of the parametric and
non-parametric parts are estimated by means of the bootstrap method and the
structural risk minimization method. The latter parameters are determined by
the number of extreme-valued data that are used in Hill’s estimate of the tail
index  and the number N of terms and coefficients of the linear combination.
The new method is illustrated using some relevant mixtures of heavy-tailed
pdfs, e.g., a mixture of a Gamma and a Pareto distribution arising from the
delay modeling of IP traffic, and applied to construct a high quantile estimate.
Furthermore, its effectiveness is shown by an application to real data derived
from Web-traffic characteristics like session durations and volumes.

Measurements of Web traffic have shown that its characteristics like ses-
sion durations, transferred volumes, and file sizes are governed by heavy-tailed
distributions F (x). In [88] the new task of Web data mining to estimate the un-
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derlying heavy-tailed pdfs f(x) = F 0(x) by on-line algorithms is addressed.
To guarantee a better estimation of the tail behavior, a new specific transfor-
mation scheme T1= : X ! [0; 1] is proposed. It is adapted to the empirical
data X = fX1; : : : Xng. Applying the latter, a new on-line estimator for such
pdfs is developed as a further basic innovation. In this scheme the required
extreme-value index 1= of the pdf f is reconstructed by a new recursive tech-
nique.

[31] tests empirical flow statistics against commonly used theoretical prob-
ability distributions such as hyper-exponential, Gamma, Weibull, Pareto and
log-normal. It also discusses the suitability of statistical tests, such as the
Kolmororov-Smirnov test and the Chi-Square test, for these kinds of tasks.

2.4.2 Poisson- and Markov-type models

Poisson cluster process for web traffic

In [89] is studied a model of HTTP sessions initiated at a Web server. The
model is based on a previous analysis carried out by Liu et al. [90], among
others, where one HTTP session is composed of one main object and possi-
bly several in-line objects downloaded in parallel. The HTTP session finishes
when the last downloading process ends. The objects of the study are the sta-
tionary distribution of the total number of objects which are currently down-
loaded and its covariance function. The model is a particular case of a Poisson
cluster process and is more precisely defined as follows. At the Web server
HTTP requests occur according to a Poisson process. To each HTTP request
is associated a process of object requests determined by a transient Markovian
Arrival Process, introduced in [91]. The Markovian assumption has the advan-
tage of making the whole process very tractable and allows for much flexibility
in modeling phenomena such as high correlations over long intervals of time
[92], even though Markovian models do not exhibit long-range dependence
stricto sensu. To each object is associated a mark, namely its downloading du-
ration. We assume that the durations are iid random variables with a common
distribution; this implies that the capacity of the system is sufficiently large
that a transmission is not slowed down by other downloading processes which
might be in progress at the same time.
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Equivalent Poisson traffic

In the framework of inter-satellite routing, [93] presents an empirical traffic
source model derived from an Internet backbone traffic trace, which is then
compared to equivalent Poisson traffic as a point of reference. The comparison
is done using traffic class dependent routing, which has the potential to dif-
ferentiate between traffic classes using different optimization criteria in route
calculation. Interestingly enough, the performance measures based on aggre-
gate traffic flow show no significant difference between routing of empirical
and equivalent Poisson traffic.

Markov Modulated Poisson Processes (MMPP)

Markov Modulated Poisson Processes (MMPPs) are very popular traffic mod-
els due to their ease of use (mainly due to their additive property) and to the
availability of analytical results for the evaluation of their queueing behav-
ior. In [94] a parameter fitting procedure using MMPPs that leads to accurate
estimates of queuing behavior for network traffic exhibiting LRD behavior is
proposed. The procedure matches both the autocovariance and marginal distri-
bution of the counting process. A major feature is that the number of states is
not fixed a priori, and can be adapted to the particular trace being modeled. The
MMPP is constructed as a superposition of L 2-MMPPs and one M -MMPP.
The 2-MMPPs are designed to match the autocovariance and the M -MMPP to
match the marginal distribution. Each 2-MMPP models a specific time-scale
of the data. The procedure starts by approximating the autocovariance by a
weighed sum of exponential functions that model the autocovariance of the
2-MMPPs. The autocovariance tail can be adjusted to capture the long-range
dependence characteristics of the traffic, up to the time-scales of interest to the
system under study. The procedure then fits the M -MMPP parameters in or-
der to match the marginal distribution, within the constraints imposed by the
autocovariance matching. The number of states is also determined as part of
this step. The final MMPP with M �2L states is obtained by superposing the L
2-MMPPs and the M -MMPP. The inference procedure was applied to traffic
traces exhibiting long-range dependence, and its queuing behavior was eval-
uated through simulation. Very good results were obtained, both in terms of
queuing behavior and number of states, for the traces used, which include the
well-known Bellcore traces.
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In [75] is proposed a simple MMPP traffic model that approximates the
LRD characteristics of traffic traces measured at an edge router, at both flow
and packet level, respectively. The MMPP model mimics the real behavior
behind the interaction between users, protocols, and the network, using the no-
tion of sessions and flows, therefore resulting in a simple and intuitive model.
The estimated Hurst parameter of the synthetic traffic fits the one observed
from data traces measured both at flow and packet level. The characteristics of
the synthetic traffic generated with the model match the LRD characteristics
observed in the measured traces over the time scales of interest. One of the
interesting features of the proposed MMPP model is that it requires only five
parameters. Three of these parameters can be directly mapped onto average
traffic parameters, such as the average flow arrival rate, the average number of
packets per flow, and the average arrival rate of packets within flows. The other
two parameters define the notion of session, and are used to control the Hurst
parameter of the synthetic traffic on the considered scaling range. The queu-
ing behavior, for finite and infinite buffer queues, of the traffic generated by
the model is coherent with the one of the measured traces at several different
traffic loads.

While the model is not intended to offer an explanation of the reasons why
Internet traffic is LRD, it does offer a simple and manageable tool for dimen-
sioning and planning networks (link and buffer capacities), since the charac-
teristics of the generated traffic are easily controlled through the model input
parameters. The simplicity of the MMPP traffic model makes it an ideal traffic
generator to drive simulations and, in addition, the Markovian properties of the
MMPP traffic model make it analytically tractable, so that analytic solutions
for simplified networking scenarios are possible.

2.4.3 Time-discrete models
In [95] the evolution of the interarrival and interdeparture times between voice
packets when they are proceeding through a number of network nodes has been
investigated. Instead of separately specifying the characteristics of each indi-
vidual source, the arrival process in a node is modelled as the superposition
of a single tagged stream and an independent background process that aggre-
gates the remaining traffic sources. Because the load of a single voice stream
is assumed to be very low compared to the load of the aggregate traffic, the
tagged voice packets can be represented as markers (packets with size zero).
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The tagged marker stream is characterized by the consecutive interarrival times
between the markers, which are assumed to be identically distributed. The
background arrival process on each network node is described on a slot-per-
slot basis according to a general i.i.d. process. The results indicate that the
mean interarrival time between markers remains constant throughout the net-
work, and that both the variance of the interarrival time and the covariance
between two successive interarrival times are increasing functions of the num-
ber of stages traversed by the markers. Also, it has been observed that if at
the entrance of the first network stage two successive interarrival times are
independent of each other, after one stage they become negatively correlated.

2.4.4 Flow-level models
Given the complexity of Internet traffic at packet level, some performance
models are currently developed, particularly for elastic traffic under TCP con-
trol (see [40] and [38]), that consider higher level entities, namely the traffic
“fl ows” or “sessions.” In order to investigate several assumptions commonly
considered in such models, a detailed statistical analysis of the IP traffic pro-
cesses at flow level is performed in [31], based on traces gathered on a wide
area network. First, the concept of flow is thoroughly discussed and a method
is suggested to estimate an adequate Time Out value to distinguish different
flows within a traffic stream. Next, the main result of this contribution is the
rejection of the Poisson hypothesis for the flow arrival process: it is shown that
Gamma and Weibull distributions (the latter in agreement with [96]) provide
excellent fits to the empirical flow inter-arrival time distributions; in addition,
as can be seen on Figure 2.5, some consistent level of correlation is detected
between successive flow arrivals. Finally, the study confirms the well-known
heavy-tailed character (mostly Pareto-like) of flow size distributions, both for
UDP and TCP traffic.

To evaluate the performance in scenarii of integration of streaming (voice,
video) and elastic (data) traffic in a multiservice network, an analytical model
is presented in [41]. Assuming Poisson flow arrivals on a network link and fair
bandwidth sharing for elastic flows, the model is based on the performance of
an M/G/1 Processor Sharing queue with time-varying capacity. The variable
capacity is that which is left available by streaming flows, the packets of which
are supposed to have priority with respect to those of elastic flows.

A related scenario is considered in [40] and [38], where two classes of
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Figure 2.5: Autocorrelation functions of UDP (upper) and TCP (lower) flow
inter-arrival time

elastic TCP traffic are distinguished, i.e., premium (high priority) and best
effort; the TCP flows have a limited peak rate r. This scenario is modeled by
a multiple server Processor Sharing queue with with two priority classes. The
analysis is presented in [40]. In particular, for the high priority traffic the mean
sojourn time (i.e., file transfer time) is obtained from known analytical results
for the M/G/C PS queue in [32]. For the best effort traffic, a simple accurate
approximation for the mean sojourn time is derived. In [38] the analytical
modeling results of [40] are compared with results obtained by ns simulations
of the scenario described above.
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With regards to TCP performance, PS models capture quite “ roughly” the
statistical multiplexing effect on flow level and allow for link dimensioning.
However, these models do usually not provide insight into the impact of packet
level parameters such as the round trip time and buffer size. Therefore, in [97]
an integrated packet/flow level model for the analysis of a bottleneck link in
a TCP/IP network environment is developed, combining the attractive features
of both flow level and packet level models. The approach works roughly as
follows. First, for a given number of flows, say n in the system, the throughput
tn is computed. This is done by using well known packet level TCP models
reflecting the impact of round trip time and buffer size (see e.g. [98]). Next,
on the flow level, the transfer times are obtained from a processor sharing
model with Poisson flow arrivals and state dependent service rates tn [32]. An
interesting feature of this model is that the mean flow transfer time depends
on the flow size distribution only through its mean value. This insensitivity
property is confirmed by simulation.

[99] presents a similar integrated, hybrid packet/flow level modelling ap-
proach, but for the analysis of flow throughputs and transfer times in IEEE
802.11 WLANs. While the packet level model covers the statistics of the
packet transfer at MAC level, the flow model reflects the system dynamics
in terms of initiation and completion of flows. The resulting integrated model
is analytically tractable and yields accurate approximations for throughput and
flow transfer time values. In particular, a similar insensitivity property for the
mean flow transfer time is obtained as in the TCP model of [97] discussed
above.

2.4.5 Fluid models
Reference [100] investigates the impact of approximating packetized flows by
fluid flows on the Complementary Cumulative Distributions (CCDs) of the un-
finished work. For that purpose two discrete-time queueing models are com-
pared. In the first model (referred to as the packet model) two timescales are
present in the input traffic, i.e., a burst and a packet timescale. In the sec-
ond one (referred to as the fluid model) only an (identical) burst timescale is
present. It is assumed that time is divided in units of constant length, called
frame times, and that every frame time is further divided into constant length
time units, called packet times. As a typical model for a bursty traffic source
a two-state discrete-time Markov source is considered. This Markov source
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has a frame time as underlying time unit, i.e., the source can only change state
on frame time boundaries. During a frame time in which the source is in the
first, respectively second state, it generates a certain amount of bytes. In the
packet model, these bytes are divided into fixed-length packets which are sent
bunched up in the beginning of the frame time. In the fluid model the bytes are
sent at a constant rate over the whole duration of the frame time. A queueing
model with an infinite buffer is then considered in which the traffic of either
M identical packet sources or M identical fluid sources with the same param-
eters is multiplexed. The performance measure of interest is the distribution
of the amount of unfinished work in both systems. Numerical results show
that the slope of the CCDs of the unfinished work obtained with both models
is the same, i.e., fluctuations in the arrival pattern at the smallest timescale do
not influence this slope. The probability that the amount of unfinished work is
larger than a certain value is the smallest for the fluid model that neglects traffic
fluctuations at the finest timescale. The difference between the two CCDs be-
comes however less important when the parameters of a scenario are changed
such that the slope of the curves increases, i.e., when the probability of hav-
ing a larger amount of unfinished work in the system becomes larger. Several
properties of traffic scenarios that result in a larger slope of the curves are con-
sidered in [100]. In [101], the model presented in [100] is used in a case study
dealing with a video streaming application.

The impact of time scales on the link capacity required for maintaining a
desired QoS is discussed in [36], see also Figure 1.3.

In [102] the stochastic fluid flow model demonstrates the capability to re-
veal the impact of bottlenecks, i.e., shortages in capacity, on packet streams.
This is achieved by comparing throughput histograms at the output with those
at the input of the bottleneck. From these comparisons, it can be seen whether
there is other interfering traffic sharing the bottleneck or whether the bottle-
neck has a buffer of significant size. This allows for both identification and
classification of the bottleneck. It is furthermore observed that streams with
different characteristics (constant or variable rate) inherit the same kinds of
changes in their throughput histograms.

Based on [102], a measurement study [73] has been carried out on UDP
packet streams carrying voice and video between Karlskrona, Sweden, and
Würzburg, Germany. These videoconferencing streams passed a bottleneck, a
10 Mbps half-duplex link that also carried a disturbing UDP stream of vary-
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ing intensity. As bottleneck indicator, throughput histogram difference plots
were investigated. For the individual voice and video streams, these indicators
displayed the behavior expected from [102]. Especially in case of the video
stream, a “shared bottleneck” was already signalled at a level of disturbance
when the user still did not feel any degradation in quality.

A fluid flow source model displaying multi-fractal properties is used in
[103] and will be discussed further in section 2.4.6.

2.4.6 Fractal-type models
It has been observed in several measurements and statistical studies that net-
work traffic exhibit fractal properties. After deep analyses it turned out that
network traffic can also present multifractal characteristics. However, so far
only a few relevant multifractal models have been developed and these are
based on constructing a multiplicative process structure.

A fluid flow source model displaying multi-fractal properties was proposed
by Mannersalo, Norros, and Riedi in the predecessor COST 257 Action [104]
and is used in [103] to model data traffic. These properties are obtained by
multiplying the outputs of a number N of Markov Modulated Rate Processes
(MMRPs), each of which is acting on another timescale. Actually, one might
think of one “ fast” MMRP whose rate is modulated by “slower” MMRPs incor-
porating activities on different time scales. As N is finite, the whole process
that is showing long-range dependence on short time scales becomes short-
range dependent on long time scales. [103] presents time plots and variance-
time log-log plots for different parameter settings.

Multifractal behavior was recently observed in several traces of IP WAN
traffic. [105] proposes a novel traffic model that is able to capture multifractal
behavior and characterizes jointly the processes of packet arrivals and packet
sizes. The construction of the traffic process is based on stochastic L-Systems,
introduced by biologist A. Lindenmayer as a method to model plant growth.
They are characterized by an alphabet, an axiom, and a set of production rules.
The alphabet is a set of symbols. The production rules define transformations
of symbols into strings of symbols. Starting from an initial string (the axiom),
an L-System iteratively constructs sequences of symbols, replacing each sym-
bol by the corresponding string according to the production rules. The authors
work with a single L-System alphabet and production rule, where the alphabet
is a set of pairs, and each pair element represents a packet arrival rate and a
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packet mean size. In this way, the traffic model is able to capture correlations
between arrivals and sizes, leading to an accurate prediction of the queuing be-
havior. [105] provides a detailed comparison with a related multifractal model
based on conservative cascades. The results, which include applying the fitting
procedure to real observed data with multifractal scaling behavior on both the
packet arrival and packet size processes, show that the L-System based model
can achieve excellent fitting performance in terms of first and second order
statistics and queuing behavior.

In [71] is presented the new monofractal model Limit of the Integrated
Superposition of Diffusion processes with Linear differential Generator (LIS-
DLG), which is not self-similar and has a more powerful modeling ability to
capture scaling behavior when compared to self-similar models. It is argued
that the monofractal model is flexible enough to accurately capture the fractal
scaling of network traffic, and that there is no need to use more complex multi-
fractal models. In this model the cumulants of the measured traffic are fitted to
the cumulants of the process generated by the model, and it is shown that the
resulting bispectrum of the traffic can be accurately captured. Several prop-
erties of the LISDLG model are presented in the report, including covariance
structure, cumulants, spectrum, and bispectrum. The relevance and validation
of the proposed model are demonstrated by application studies for measured
Internet traffic.

2.5 Traffic Estimation
This final section focuses on the problems of inferring traffic on the basis of
incomplete or indirect observations as well as on linear prediction based on
recent measurements.

2.5.1 Traffic Inference

A Traffic Matrix (TM) reflects the volume of traffic that flows between source
and destination nodes in a network. The nodes can refer to a variety of net-
work elements such as POPs, routers, or even address prefixes. A POP-to-
POP traffic matrix X captures the amount of traffic exchanged between two
POPs, where Xij represents the volume of traffic traveling from ingress POP
i to egress POP j. The value of Xij usually represents a bandwidth value
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averaged over some time interval, although other types of elements are also
possible. There are a number of traffic engineering tasks that could be greatly
improved with the knowledge provided by traffic matrices. Capacity planning,
routing protocol configuration, definition of load balancing policies, and fail-
over strategies are tasks that would benefit from having information on the size
and locality of traffic exchanges. An important example is the setting of OSPF
or IS-IS routing weights. With knowledge of the TM, an algorithm for setting
weights will select a routing that achieves a significantly better load balancing
than one with an incorrect idea of the TM.

Obtaining a traffic matrix can be basically approached in two ways. One
may directly measure it or one can rely on partial information to infer it. Mea-
surement approaches have not been fully explored because they involve over-
coming challenging engineering obstacles related to the deployment of a mea-
surement infrastructure, and to the storage and processing of large amounts of
information. Furthermore, the monetary cost may be high. Instead, previous
work on obtaining traffic matrices has relied on statistical inference techniques
that use partial information to estimate the TM. The term Network Tomog-
raphy has been coined for this problem when the partial data come from re-
peated measurements of the traffic flowing along directed links in the network.
Such data are usually obtained from SNMP, which allows measuring the total
amount of incoming and outgoing bytes on a link typically over five-minute
intervals. The idea behind inference approaches is to use these link statistics
to infer the characteristics of end-to-end flows. End-to-end flows are defined
within a single domain and are usually referred to as Origin-Destination (OD)
pairs. In a POP-to-POP topology, the origin and destination nodes are POPs.

In addition to inference methods, it is also possible to formulate the traffic
matrix estimation problem as a constrained optimization problem and use tech-
niques such as Linear Programming (LP). In [106] is presented a comparative
study of existing TM inference techniques. The evaluated statistical techniques
are found to outperform an LP-based technique, still statistical techniques are
significantly restricted in their ability to converge to the right solution. This
is because they rely on scarce actual network information and they require in-
tensive computation to reach reasonably accurate estimates. These restrictions
impose a substantial burden on the quality of the starting point that should be
provided to guide the estimation process. In [106] is used a very fast variant of
the Expectation Maximization algorithm for the network tomography problem.
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The improvements made are aimed at reducing the computation requirements
of the algorithm, enabling it to expand the iterative horizon in search of global
optima as solutions to the inference problem. Second, alternative modeling
approaches are investigated to provide reasonable starting points for inference
techniques. These starting points are called informed priors because they are
obtained from models that incorporate substantial network information. The
paper introduces choice models for generating informed priors. Different ap-
proaches are compared with respect to the estimation errors yielded, sensitivity
to prior information required, and sensitivity to the statistical assumptions they
make. The impact of characteristics such as path length and the amount of link
sharing on the estimation errors is also studied.

[67] applies to cross traffic estimation a new methodology for analyzing
and interpreting measurement collected over Internet. This new approach is
based on inferring cross traffic characteristics that lead to the observed losses
by using an associated a priori constructive model. The constructive model
used in this paper is an MMPP/M/1/N single server bottleneck. The original-
ity of this solution is that it starts with the observed loss process and infers
inputs that have led to these observations. The methods presented in the paper
provide a powerful solution to address the complexity of interpreting IP active
measurement and empirical network modeling.

2.5.2 Traffic Prediction
In [107] is considered the usability of the traditional linear predictors espe-
cially in the case where the number of aggregated flows is moderate or small.
First are stated some theoretical results based on the fractional Brownian mo-
tion, then real traffic traces with different aggregation levels are analyzed. Fi-
nally, some comments on the prediction based dynamical resource reservation
are given. The main results can be summarized as follows. If the traffic has
a power law-type variance structure and possibly non-stationary features, then
the combined use of a moving average mean rate estimate and a fixed Frac-
tional Brownian Motion (FBM) type variance function is motivated. This re-
sults in a robust and pretty good linear predictor. In the case of a prediction
delay, a working engineering solution is to condition with respect to four or five
geometrically increasing intervals with smallest interval about half the predic-
tion interval. However, there are situations when the simple mean rate esti-
mation is enough, i.e., it cannot be improved by more complicated algorithms.
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Moreover, a straightforward application of traffic predictors in resource reser-
vations may lead to problems as demonstrated in the case of �-overallocation
(see e.g. [108]).

[59] presents a fluid flow simulation experiment in which estimates of each
connection’s future load are used for online performance control of priority
system. These estimates are fed to a rate allocation algorithm that decides on
how the available rate will be shared among low-priority queues. The objective
of this algorithm is to minimize packet loss by keeping all low-priority queues
at the same size. The estimates are delivered by an adaptive linear filter, acting
on time slots of 100 ms. Also, the influence of the number of coefficients
of the filter, i.e., window size or time horizon on the obtained predictions is
discussed.
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3.1 Introduction

In this chapter is presented a brief overview of the queueing models that have
been studied in the COST279 project. Specifically, in Section 3.2 a number
of specific discrete-time queueing models is discussed. Section 3.3 addresses
some new developments with respect to fluid flow models. Section 3.4 sum-
marizes the work on Gaussian storages. In Section 3.5 some new results on
processor sharing models are presented. Section 3.6 is devoted to the analysis
of some other continuous-time queueing models. Finally, in Section 3.7 some
techniques to study the behavior of a network of queues are briefly discussed.
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3.2 Discrete-time queueing models
In a discrete-time queueing model the time axis is assumed to be divided
into fixed-length intervals, usually referred to as slots. This section gives an
overview of a number of specific discrete-time queueing models studied in the
COST-279 project, as well as the results obtained for these models. For the
analysis of the models, analytical techniques mainly based on extensive use of
probability generating functions (pgfs) have been developed. For more details
on the developed analysis techniques the interested reader is referred to the
corresponding Temporary Documents.

Queues with priority scheduling

Priority scheduling is a hot topic in multimedia networks. For real-time ap-
plications, it is important that the mean delay and the delay jitter are not too
large. Therefore, this type of traffic is given priority over non-real-time traffic
in the switches/routers of the network, i.e., delay-insensitive traffic is serviced
in a switch only when no delay-sensitive traffic is present.

In [109] is considered a discrete-time single-server queueing system with
infinite buffer space, a head-of-line (HOL) priority scheduling discipline, and a
general number of priority classes. All types of cell arrivals are assumed to be
independent and identically distributed (i.i.d.) from slot-to-slot, but within one
slot the number of cell arrivals from different classes can be correlated. The
system has one server that provides the transmission of cells at a rate of 1 cell
per slot, i.e., the service times of the cells are deterministically equal to one
slot (which is a sufficient assumption for ATM networks). First, an expression
for the joint pgf of the system contents of all priority classes is derived. From
this joint pgf, the marginal pgfs of the system contents of each priority class
separately and of the total system contents are found. Furthermore, the pgf of
the cell delay of each class is calculated. The analysis of the latter is largely
based on the concept of sub-busy periods. From the generating functions ob-
tained, performance measures (the moments and approximate tail probabilities
of system contents and cell delay) are derived. Especially the analysis of the
tail behavior is an important result of [109]. It is shown that the tail behavior is
not necessarily exponential. Numerical results illustrate the impact and signif-
icance of priority scheduling in an ATM switch. For two priority classes, this
analysis has also been extended to the case of general packet service times.
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Specifically, in [110, 111] general packet service times and a preemptive pri-
ority discipline are considered, whereas [112] considers general service times
and non-preemptive priorities.

Another way to study queues with priority scheduling is discussed in [113].
Specifically, in [113] a discrete-time single-server queue subjected to server in-
terruptions is investigated. Server interruptions are modelled as an on/off pro-
cess with geometrically distributed on-periods and generally distributed off-
periods. The messages that arrive in the system possibly require more than
one slot of service time, implying that a service interruption can occur while
a message is in service. Therefore, different operation modes are considered,
depending on whether service of an interrupted message continues, partially
restarts, or completely restarts after an interruption. For each alternative, ex-
pressions for the steady-state pgfs of the buffer contents at message departure
times and at random slot boundaries, of the unfinished work at random slot
boundaries, of the message delay, and of the lengths of the idle and busy pe-
riods are established. From these results, closed-form expressions for various
performance measures, such as mean and variance of the buffer occupancy
and the message delay, are derived. Numerical results show the deterioration
of system performance caused by service repetitions. In particular, it is ob-
served that the mean length of the available-periods crucially determines the
system stability for the (partial) repeat after interruption mode.

The model considered in [113] can be used to assess the performance of
a multi-class preemptive priority scheduling system. In this case, the system
interrupts service of lower class messages to serve higher class messages. As-
sume that class i has a higher priority than class j, for i < j. Then, class 2
messages receive service during the idle periods of class 1 messages. Class 3
messages are served during the idle periods of class 2 messages (the busy peri-
ods include the interruptions) and so on. The continue after interruption mode
and the repeat after interruption mode then correspond to preemptive resume
and preemptive repeat priority scheduling. The partial repeat after interruption
operation mode can be considered as an intermediate case between both types
of priority scheduling and allows to investigate the influence of packetizing in
preemptive priority systems.



78 CHAPTER 3. QUEUEING MODELS

Queues with server vacations

Queueing systems with server vacations have proven to be a useful abstraction
of systems where several classes of customers share a common resource, such
as priority systems and polling systems, or of systems where this resource is
unreliable, such as maintenance models and Automatic Repeat Request (ARQ)
systems.

A discrete-time gated vacation system is considered in [114]. The classi-
cal gated vacation system can be seen as one with two queues separated by a
gate. Arrivals are routed to the queue before the gate whereas customers in
the queue after the gate are served on a first-in-first-out basis. When there are
no more customers in the latter queue, the server takes a vacation and opens
the gate – all customers move instantaneously from the queue before to the
queue after the gate – upon returning from this vacation. In [114], the clas-
sical gated vacation queueing system is extended in the sense that it is also
allowed that customer arrivals are immediately routed to the queue after the
gate. The model under investigation allows to capture performance of, among
others, the exhaustive and the gated queueing systems with multiple or single
vacations. Using a generating-functions approach and the method of the sup-
plementary variable, expressions are obtained for performance measures such
as the moments of the system contents at various epochs in equilibrium and of
the customer delay. The results depend on a constant that has to be determined
numerically.

Multiserver queues with geometric service times

In most of the existing literature on discrete-time multiserver queueing models,
the service times of customers are assumed to be constant, equal to one slot or
multiple slots. In [115], a discrete-time multiserver queue with geometric ser-
vice times, an infinite buffer size, a first-come-first-served (FCFS) service dis-
cipline, and general independent packet arrivals is considered. The behavior of
the queueing system is studied analytically by means of a generating-functions
approach. This results in closed-form expressions for the pgfs of the system
contents and the packet delay. Furthermore, these pgfs are used to derive vari-
ous additional performance measures. Specifically, expressions are derived for
the mean values, the variances, and the tail probabilities of the system contents
and the delay. In [116] the analysis is further extended from the case of an
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uncorrelated packet arrival process to the case of a two-state correlated arrival
process. The delay analysis is based on a general relationship between system
contents and packet delay established in [117], valid for any discrete-time mul-
tiserver system with geometric service times, regardless of the exact nature of
the arrival process.

Queues with bursty traffic

In [100] the authors compare two discrete-time queueing models: a packet
model, where two timescales are present in the input traffic, i.e., a burst and a
packet timescale, and a fluid model, where only an (identical) burst timescale is
present. Time is divided in units of constant length, called frame times, and ev-
ery frame time is further divided into constant length time units, called packet
times. As a typical model for a bursty traffic source, a two-state discrete-time
Markov source is considered. This Markov source has a frame time as underly-
ing time unit, i.e., the source can only change state on frame time boundaries.
During a frame time in which the source is in the first, respectively second
state, it generates a certain amount of bytes. In the packet model, these bytes
are divided into fixed-length packets that are sent bunched up in the beginning
of the frame time. In the fluid model the bytes are sent at a constant rate over
the whole duration of the frame time. A queueing model with an infinite buffer
is then considered in which the traffic of either M identical packet sources or
M identical fluid sources with the same parameters is multiplexed. The per-
formance measure of interest is the distribution of the amount of unfinished
work in both systems.

Of special interest in [100] is the impact of approximating packetized flows
by fluid flows on the CCDs of the unfinished work. Numerical results show
that the slope of the CCDs of the unfinished work obtained with both models
is the same, i.e., fluctuations in the arrival pattern at the smallest timescale do
not influence this slope. The probability that the amount of unfinished work
is larger than a certain value is the smallest for the fluid model, which ne-
glects traffic fluctuations at the finest timescale. The difference between the
two CCDs becomes however less important when the parameters of a scenario
are changed such that the slope of the curves increases, i.e., when the prob-
ability of having a larger amount of unfinished work in the system becomes
larger.
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Models for optical buffers
Optical packet switching and optical burst switching seem promising tech-
niques to cope with the explosive growth of the Internet traffic. In the design
of all-optical switches, the lack of optical Random Access Memory (RAM)
poses a big challenge. Besides wavelength conversion and deflection routing,
the use of fiber delay lines (FDLs) can help alleviate the output port contention
problem. These FDLs are passive components that can delay an optical packet
or an optical data burst for a fixed time. Usually, an FDL buffer implements
the delays 0 � D; 1 � D; : : : ;M � D, where D is the so-called granularity and
M � D can be considered as the capacity of the FDL buffer. Note that thus
not all delays can be obtained, typically leading to the creation of voids in the
scheduling and to an underutilization of the output channel. For this reason,
FDL buffers are also sometimes called degenerate buffers.

The performance of an FDL buffer is analyzed in [118]. The quantity of
interest in the analysis is the so-called scheduling horizon. It is defined as
the earliest time at which the channel will become available again, and can be
considered the equivalent of the unfinished work in non-degenerate buffers. If
one denotes by Hk this scheduling horizon as seen by the k-th arrival, one can
easily establish—assuming an infinite FDL buffer—the following recursion :

Hk+1 =

�
Bk +D

�
Hk

D

�
� �k

�+
: (3.1)

HereBk denotes the size of the k-th burst, and �k the interarrival time between
the k-th and (k + 1)-th burst. One easily recognizes part of the evolution
equation for non-degenerate buffers, involving the operation
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+
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Under the usual assumptions of i.i.d. interarrival times and i.i.d. burst sizes, the
solution to this problem in the transform domain is well-known. The part
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reflects the finite granularity of the FDLs. By using an identity involving the
complex D-th roots of unity, this operation on random variables can be trans-
lated into an operation on their pgfs. By combining both partial solutions, one
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obtains in the end the pgf of the scheduling horizon H in equilibrium. From
the latter, one can obtain several measures of interest, such as the maximum
tolerable load, i.e., the load at which the infinite system becomes unstable.
Due to the creation of voids, this load is typically less than unity; it also shows
a slight dependency on the burst size distribution. Further, a heuristic can be
used to map the tail probabilities Pr[H > M � D] to loss probabilities in a
finite system of capacity M � D. An optimum granularity Dopt exists, estab-
lishing a compromise between increasing capacity (D !1) and small voids
(D ! 0). This optimal value not only depends on the burst size distribution,
but also on the load offered to the system.

In [119] the performance of an optical packet switch is investigated. Specif-
ically, an FDL-structure consisting of N delay lines with increasing lengths is
considered. It is assumed that the optical packets have deterministic lengths
and the i-th delay line (i = 1; ::; N ) has a length of i times the packet length.
Time is slotted, where one slot corresponds to the time needed to transmit a
packet. The number of packet arrivals are assumed to be i.i.d. from slot-to-slot.
The scheduling discipline is smallest FDL first. In this scheduling discipline,
if i packets arrive at the same time, they are put in the i delay lines with the
smallest lengths (if i > N , i � N packets are lost). First, an expression for
the pgf of the steady-state delay line contents of the FDL-structure with in-
creasing lengths is derived. From this pgf, the packet loss rate (PLR) in an
output buffering optical packet switch is calculated. Through some figures, the
impact of the number of delay lines and the load on the PLR is shown. An
important conclusion is that putting one or two delay lines at each output can
reduce the PLR significantly. Adding even more delay lines per output does
not reduce the PLR significantly though. If lower PLR’s have to be obtained,
the scheduling discipline discussed in [119] (smallest delay line first) is not
sufficient and more complexe scheduling methods are necessary.

Burstification queues
In the edge routers of an OBS network, IP packets are assembled into bursts.
Core OBS routers forward these bursts in the optical domain through the OBS
network. An OBS edge router can be decomposed into multiple burstification
units (BU). Each BU consists of a set of separate output queues. In [120], the
burstification of a single isolated output burst queue is investigated. First, a
single-threshold burst assembly mechanism is studied. Bursts will be released
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if they contain exactly S packets. In this case, especially for low through-
puts, the packets may have long delays. Therefore, as a next step, also a two-
threshold model is investigated, where besides a threshold on size, a threshold
on a burst’s age is imposed. Thus, bursts will also release if since the start of
their assembly a time T has expired. For both queueing models, some per-
formance characteristics are calculated. Results include the probability mass
function (pmf) of the system contents in the output queue of the OBS edge
routers, the pmf of the delay of the bursts (defined as the interdeparture time
of two bursts), and the pmf of the delay of the individual packets. Using these
pmfs, the mean values, the variances and the tail distributions of the system
contents, the burst and packet delay are derived.

Transmitter queue of a stop-and-wait ARQ system

In [121] an analytical approach for studying the queue length and the packet
delay in the transmitter buffer of a system working under a stop-and-wait re-
transmission protocol is presented. The buffer at the transmitter side is mod-
elled as a discrete-time queue with an infinite storage capacity. The numbers
of packets entering the buffer during consecutive slots are assumed to be i.i.d.
random variables. The information packets are sent through an unreliable and
non-stationary channel, modelled by means of a two-state Markov chain. An
explicit formula is derived for the pgf of the system contents. This pgf is then
used to derive several queue-length characteristics as well as the mean packet
delay.

3.3 Fluid flow models

In a fluid flow model (FFM) the amount of work delivered to a queue or pro-
cessed by a server is modelled as a continuous-time flow. A fluid queue is
generally solved by first finding the eigenvalues and eigenvectors of the under-
lying differential system and then obtaining the coefficients of the associated
spectral expansion by solving a linear matrix equation. This section presents
some new COST279 developments with respect to fluid flow analysis.
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Algorithmic approach

Consider a Markov modulated fluid queue, i.e., a two-dimensional continuous-
time Markov process f(X(t); '(t)) : t 2 R+g where X(t) takes values in
R
+ and '(t) in S , a finite set. The component X(�) is called the level and

'(�) is called the phase. The level is subordinated to the phase in the following
way. The phase process f'(t) : t 2 R+g is an irreducible Markovian process.
During those intervals of time in which the phase is constant, say equal to i,
the level increases or decreases at a constant rate dependent on i, or it remains
constant. If X(t) = 0 and if the rate at time t is negative, then the level
remains at 0.

Ramaswami [122] shows that fX(t)g has a phase-type stationary distri-
bution using the dual process of f(X(t); '(t))g. Most importantly, he also
constructs a very efficient computational procedure, based on the logarithmic-
reduction algorithm of Latouche and Ramaswami [123] for discrete-level Quasi-
Birth-Death (QBD) processes: he thereby reduces a complex continuous time,
continuous state space problem to a familiar, simple discrete time, discrete
state space system. The use of the dual process in [122] is motivated by a
property that relates the stationary distribution of the original f(X(t); '(t))g
process to first passage probabilities at level 0 in the dual process. In [124]
the similarities with QBDs are reinforced by showing that one may actually
directly use these first passage probabilities in the original process. Also, an-
other probabilistic interpretation of Ramaswami’s computational procedure is
given.

Large-scale finite fluid queues

Except for some structured models, e.g., the Anick-Mitra-Sondhi (AMS) fluid
flow model [125], it is in general hard to find the eigensystem in a computation-
ally efficient and stable manner. Moreover, the linear matrix equation to solve
for the coefficients in the finite fluid queue case is known to be ill-conditioned,
especially in the case of large buffer sizes.

In [126], a numerically efficient and stable method for solving large-scale
finite Markov fluid queues is developed. No special structure is imposed on
the underlying continuous-time Markov chain, i.e., the eigenvalues and eigen-
vectors need not be determined in closed form. The authors propose an alter-
native method that relies on decomposing the differential system into its stable
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f orward) and anti-stable (backward) subsystems (as opposed to finding eigen-
values) using a method that is based on the additive decomposition of a matrix
pair with respect to the imaginary axis. There are a variety of numerical linear
algebra techniques (with publicly available codes) that can be used for such an
additive decomposition, including the generalized Newton iterations, the gen-
eralized Schur decomposition, and the spectral divide and conquer methods.
Using the generalized Newton iterations, which have quadratic convergence
rates, it is shown in [126] that the accuracy of the proposed method does not
depend on the buffer sizes and that in the limit the finite fluid queue solution
converges to that of the infinite fluid queue. Moreover, it is demonstrated that
fluid queues with thousands of states are efficiently solvable using the proposed
algorithm.

Voice and multi-fractal data traffic
The FFM has shown being able to incorporate many types of traffic, i.e., su-
perpose them for analysis in a unified model. In [103] it is augmented by a
model displaying multi-fractal behavior, which is described in Section 2.4.6.
This model can be matched to the characteristics of real traffic by choosing
the appropriate parameters for the sub-processes. [103] investigates the in-
teraction between multi-fractal data traffic, and voice traffic with suppressed
silence phases and consideration of the on-hook-state of the Internet phone,
modelled by a 3-state on-off model. The fluid flow calculations can be used in
a straight-forward manner, with the only exception that the pseudo-rates of the
sub-processes contributing to the data traffic process are multiplied instead of
added. As a result, formulas expressing queuing delay and loss as experienced
individually by voice and data are obtained. A case study has been carried out,
investigating the maximal load under given delay quantiles. As expected, this
load level depends heavily on the variance of the data traffic. In general, the
voice traffic yields better performance in terms of loss and delay and helps to
increase the maximal load while still meeting the target performance values.

Superposition of general ON-OFF sources
In [127], the effect of a superposition of general ON-OFF sources on a multi-
plexer is studied. Sources are statistically identical and independent. During
the ON period a source emits at a constant rate either in a fluid-flow fashion or
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by periodically emitting fixed size packets. During the OFF period the source
remains silent. Both the ON and OFF periods are random variables with gen-
eral distributions but finite mean values. The distributions considered include
distributions of the Pareto type, which are known to lead to traffic having the
LRD property.

The superposition of a number of such general ON-OFF sources results in
a stochastic process called semi-birth and death (semi-BD). The state of the
semi-BD is the number of active sources at a given time; the random variable
of interest is the holding time in that state. In this case, the traffic generated
simply equals the number of active sources times the individual rate. For the
case of the semi-BD, the stationary distribution of the holding time is given
in [127] in explicit form as a function of the state considered, the number
of sources, and the distribution of the ON and OFF periods. It is further ar-
gued that, for the semi-BD, the distribution of the holding time would tend
to an exponential even with a moderate number of sources. The above result
strongly suggests that the now classical AMS solution for the probability of
buffer overflow of an infinite buffer multiplexer with a superposition of ex-
ponential ON-OFF sources as input could be applied to the case of general
ON-OFF distributions. The remaining of [127] is devoted to evaluating, the-
oretically and by way of simulation, the circumstances under which the AMS
solution is a good approximation as a function of the number of sources, the
distributions of the ON and OFF periods, and the desired level of probability
of overflow. For more details, the reader is referred to [127].

Feedback fluid queues
In [128] is considered a single point in an access network where several bursty
users are multiplexed. The users adapt their sending rates based on feedback
from the access multiplexer. Important parameters are the user’s peak trans-
mission rate p, which is the access line speed, the user’s guaranteed mini-
mum rate r, and the bound � on the fraction of lost data. Two feedback
schemes are proposed and studied. In both schemes the users are allowed
to send at rate p if the system is relatively lightly loaded, at rate r during pe-
riods of congestion, and at a rate between r and p, in an intermediate region.
For both feedback schemes an exact analysis is presented, under the assump-
tion that the users’ fi le sizes and think times have exponential distributions.
The techniques are used to design the schemes jointly with admission control,
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i.e., the selection of the number of admissible users, to maximize throughput
for given p, r, and �. Next is considered the case where the number of users
is large. Under a specific (many-sources) scaling, explicit large deviations
asymptotics for both models are derived. The extension to general distribu-
tions of user data and think times is discussed.

The model is also extended to a “buffer-dependent” Markov fluid queue,
defined as follows. A Markov fluid source is defined as a (continuous-time)
transition matrix Q of dimension d, and a traffic rate vector r (describing the
generation of traffic at a constant fluid rate r(i) when the Markov chain is in
state i, for i = 1; : : : ; d). Now consider N of these Markov fluid sources of
dimension d, i.e., (Qn; rn), for n = 1; : : : ; N , and suppose traffic is generated
according to the nth Markov fluid source when the buffer level is between
Bn�1 and Bn (where the Bn are increasing, and B0 = 0; BN can be 1). For
this model, the complete buffer contents distribution is derived in terms of the
solution of an eigensystem.

Fair queueing systems

In [129], an FFM for a fair queueing system with unidirectional coupling for
several different classes is considered, where each class has a predefined min-
imum bandwidth guaranteed. These minimum bandwidths form a decomposi-
tion of the total bandwidth and avoid starvation of a class caused by another
class. A multiplexing gain is achieved by passing down the residual bandwidth
of a class to the lower adjacent class. Therefore, this system is called unidirec-
tionally coupled. Also, each class has its own FIFO buffer for exclusive usage.
The system is described by an FFM, and hence sources and server are assumed
to be Markov modulated fluid processes (MMFP). The key observation con-
cerning the residual bandwidth is that a class, lending its residual bandwidth, is
oblivious to this. Also receiving residual bandwidth is, from the receiving class
point of view, just an additional server process. This additional server process
is interpreted to be, again, an MMFP, and certain states and the buffer’s mean
busy period of the lending adjacent class are used to model this additional pro-
cess. The states mentioned are the under-load states, because state transition
among these states reflects—assuming the buffer is empty—the dynamics of
the residual bandwidth. The transition matrix of the additional server process



3.4. GAUSSIAN STORAGES 87

can be built with it. The distribution of the buffer content is found by applying
the FFM. To determine the distribution for a specific buffer the distribution of
the previous adjacent buffer has to be calculated, apart from the first buffer.
Also, two estimates for the overflow probability of a buffer are obtained. First,
a more accurate estimate is calculated by applying the full FFM, i.e., all eigen-
values and eigenvectors are used. Second, a fast and robust estimate is found
by using only the dominant eigenvalue and the Chernov large deviation bound.
This is an conservative estimate with larger deviation than the other estimate.

Bottleneck identification and classification

The stochastic FFM [125] has also shown to be capable of revealing the impact
of bottlenecks, i.e., shortages in capacity, on packet streams by comparing bit
rate histograms at the output with those at the input of the bottleneck [102].
From standard fluid flow analysis for MMRPs, the joint probabilities that the
buffer is empty or non-empty in each state are calculated. As shown in [102],
these probabilities are the key for obtaining the output bit rate distribution both
for individual and total traffic streams. From comparisons with input bit rate
distributions, it can be seen whether there is interfering traffic in the bottleneck
or whether the bottleneck has a buffer of significant size. This allows not only
for an identification, but also for a classification of the bottleneck. While the
maximal capacity of the bottleneck is revealed in the output bit rate histogram
of the total stream, it may under certain conditions also become visible in the
corresponding histogram of an individual stream.

3.4 Gaussian storages

This section overviews some new developments with respect to the most prob-
able path technique to derive estimates of the queueing performance for queues
with Gaussian input traffic. Also, a method to determine delay quantiles of a
multiplexer with Gaussian input—involving a fitting procedure to Ornstein-
Uhlenbeck processes—is discussed.
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Most probable path technique
By the theory of large deviations of Gaussian processes, the probability that a
simple queue with Gaussian input exceeds a level x can be approximated by

Pr[Q � x] � exp

�
�1

2
kfxk2R

�
; (3.4)

where fx is the path of the input process that creates a queue of size x at time
0 and has the smallest reproducing kernel Hilbert space (RKHS) norm k � k2R
among all paths creating such a queue.

The framework was generalized in a straightforward way to a two-class
priority system already in the preceding COST 257 Action as follows. Assume
that the two arrival processes are independent continuous Gaussian processes
with stationary increments. Consider the most probable path pair that creates
a total queue (both classes together) of size x. If this path of the higher priority
input does not create a positive queue at time 0, then this path pair is also the
most probable one to create a lower class queue of size x.

The remaining case is studied in [130]. The idea is to compute an easily
characterized heuristic approximation to the most probable path pair, where
the higher priority traffic essentially fills the link while the lower class traffic
is accumulating in the queue. The same principles can be applied to a gener-
alized processor sharing system with two classes by replacing link filling by
filling the quota guaranteed for a traffic class. Simulations showed that these
approximations were sufficiently accurate for many practical purposes, like for
studying the effects of setting GPS weights.

In [108], another kind of modification of the basic Gaussian queue is stud-
ied. The service capacity is not any more constant, but continuously varied
according to the observed traffic rate, with a constant delay �. The allocated
capacity is 1+� times the observed rate. That is, the cumulative service process
is defined as

Ct = (1 + �)(At�� �A��); (3.5)

where A is the cumulative input process. The queue length process is defined
as a supremum of the net input process:

Qt = sup
s�t

((At �As)� (Ct �Cs)): (3.6)

Since the net input process is Gaussian, the basic estimates of the queue length
distribution and the most probable paths are directly available.
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Figure 3.1 shows, in case of fractional Brownian input, the most probable
path that creates a queue of size 4 at time 0. Note how the input process “ fools”
the prediction by making the input first very slow and then, when the control
cannot react any more, suddenly speeding up.
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Figure 3.1: The input rate of the most probable way to obtain a queue of size
4, when service capacity is varying according to traffic prediction. The input
process is a fBm with Hurst parameter 0.75.

The paper [131] makes a substantial new contribution to the most proba-
ble path approach described above by establishing a technique for identifying
most probable paths that are truly infinite-dimensional combinations of covari-
ance functions. This paper focuses on the simplest of this kind of problems.
Consider a simple Gaussian queue with centered input process Z and service
rate 1. What path �� is the most probable one among input paths f that pro-
duce a busy period starting at 0 and straddling the interval [0; 1], that is, satisfy
f(t) � t for all t 2 [0; 1]?

The crucial observation is that there exists a closed set S� � [0; 1] such
that(under certain conditions that were erroneously overlooked in the TD; the
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result holds for fBm, and non-smoothness of the paths of Z may suffice)
��(t) = E [Zt jZs = s 8s 2 S�]. Thus, the most probable path is determined
by those of its points where the criterion of being at or above the diagonal is
met sharply. For Brownian motion, it is well known that S� = f1g. In the
case of fBm, it turns out that S� has the form [0; s�][ f1g (resp. [s�; 1]) if the
self-similarity parameter H is larger (resp. smaller) than 1=2.

Delay quantiles
In [132], delay quantiles are derived for the Gaussian voice traffic model. De-
lay quantiles K with Pr[delay > k] = 10�k play an important role when
it comes to dimensioning and performance evaluation. Especially large links
should be dimensioned such that delay quantiles remain relatively small. How-
ever, as related methods often suffer from time and memory limitations to-
gether with numerical instabilities, it is not necessarily simple to obtain nu-
merical results for systems incorporating many streams. The superposition of
a large number of homogeneous Markovian on-off sources asymptotically ap-
proaches an Ornstein-Uhlenbeck process (OUP) representing a Gaussian pro-
cess with exponential autocorrelation function. For such an OUP/D/1 model,
[132] derives a closed-form expression for delay quantiles as

k ' �R

!RCm

�
k log(10)� 7

4
m�

�
k

30
+
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4

�
m

2

�
; (3.7)

where m = C��R

�R
. The parameter �R represents the mean rate, �R is the

corresponding standard deviation, !R denotes the reciprocal time constant of
the autocorrelation function of the rate, and C stands for the capacity of the
link. By comparing with—in sense of the model—exact results for a non-finite
number of fluid flow on-off sources, we find that for the relevant parameter
region Pr[source on] ' 0:4, k 2 [3; 6], m 2 [0; 1:6] and N > 100, the related
deviations of the approximated delay quantiles do not exceed 10 %, which
makes (3.7) a well-working approximation formula.

3.5 Processor sharing models
PS models are widely applicable to situations in which different users re-
ceive a share of a scarce common system resource. In particular, over the
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past few decades PS models have found many applications in the field of the
performance evaluation of computer-communication systems. The standard
PS model consists of a single server assigning each customer a fraction 1=n

of the service rate when there are n customers in the system. Cohen [32]
generalizes the PS-model to the so-called GPS model, where each customer
receives a fraction f(n) of the service speed when there are n customers at
a node, where f(�) is an arbitrary function (under weak assumptions). The
GPS model significantly enhances the modeling capabilities of the PS model.
Interestingly, over the past few years the GPS model studied by Cohen in [32]
in 1979 has received a renewed interest in the literature on performance of
computer-communication networks (see, e.g., [133], [134], [135]). A particu-
larly attractive feature of (G)PS models is that in many applications they cover
the main factors determining performance, and on the other hand, are still sim-
ple enough to be analytically tractable (see, e.g., the analysis in [136], [137],
[32]).

Sojourn times for PS models with multiple servers and
priority queueing

In [40] is studied a PS model with multiple servers and two priority classes
(without loss of generality). When the number of high-priority customers does
not exceed C (the number of servers), each high priority customer occupies
a single server and is served at unit rate. When the number of high-priority
customers is larger than C, the system switches to a processor sharing mode
and the total service capacity C is equally shared among the high priority cus-
tomers. The service process of low priority customers proceeds in a similar
way, but with two specific restrictions: (1) high priority customers have strict
priority (in a preemptive-resume fashion) over low priority customers, and (2)
at any moment in time the only servers available to low priority customers are
those servers that are not used by high priority customers at that moment.

The motivation for the study of this model is its application in packet
switched networks supporting service differentiation by serving the packets
of high quality flows with strict priority over packets of low quality (“best ef-
fort” ) flows in the network nodes (e.g., routers in an IP network). Data traffic
flows are usually subjected to a network flow control mechanism such as TCP.
When bandwidth is temporarily limited, the flow control mechanism decreases
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the transmission rate of each of the elastic flows, assigning each of them a fair
share of the available bandwidth. The bandwidth effectively consumed by each
flow may be limited by, e.g., the access line speed (modem speed), which is
modelled by the service speed of a single server in the model described above.
The sojourn times in the model represent the download times of elastic TCP
flows, e.g., resulting from the download of a file or a web page.

In [40] the mean sojourn times in the multiserver queueing model with PS
service discipline and two priority classes described above are studied. For
the high priority class, closed-form expressions for the mean sojourn times
are presented in a general parameter setting, based on known results for the
GPS model (see [32]). For low priority customers, closed-form expressions are
derived for several special cases: the single-server case where the service times
of the low-priority customers are exponentially distributed, and the multiple-
server case with exponential service times with the same means. In all other
cases, exact explicit expressions for the mean sojourn times of the low priority
customers cannot be obtained. Therefore, a simple and explicit approximation
is proposed and tested. Numerical results demonstrate that the approximation
is accurate for a broad range of parameter settings. As a by-product, it is
observed that the mean sojourn times of the low-priority customers tend to
decrease when the variability of the service times of the low-priority customers
increases.

Application of these results to the setting with elastic TCP traffic is given
in [38].

Throughput measures for PS models
In [138] the authors have specified, derived, and compared a set of throughput
measures in PS queueing systems modeling a network link carrying elastic
TCP data calls (e.g., file downloads). The available service capacity is either
fixed, corresponding to a stand-alone dedicated GPRS network, or randomly
varying, corresponding to an integrated services network where the elastic calls
utilize the capacity left idle by prioritized stream (e.g., speech) traffic.

While from the customer’s perspective the call-average throughput is the
most relevant throughput measure, in PS systems the call-average through-
put may be hard to determine analytically, and this is an important reason to
assess the closeness of a number of other throughput measures. In several
papers the time-average throughput ([139], [140], [141]), defined as the ex-
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pected throughput the “server” provides to an elastic call at an arbitrary (non-
idle) time instant, or the ratio of the expected transfer volume and the expected
sojourn time ([142], [143], [144], [145]) are applied to approximate the call-
average throughput.

In [138] is introduced the expected instantaneous throughput, i.e., the
throughput an admitted call experiences immediately upon admission to the
system, as a new throughput measure, which can be analysed relatively easily.
The experiments demonstrate that the newly proposed expected instantaneous
throughput measure is the only one among these throughput measures that ex-
cellently approximates the call-average throughput for each of the investigated
PS models and over the entire range of elastic traffic loads. In particular for the
model integrating speech and data traffic the other throughput measures, such
as the time-average throughput or the ratio of the expected call size and the
expected sojourn time, significantly underestimate the call-average through-
put. An intuitive reasoning for the generally (near-)perfect fit of the expected
instantaneous throughput is that, apparently, the throughput an elastic call ex-
periences immediately upon arrival is an excellent predictor of what the call
is likely to experience throughout its lifetime. Moreover, among the consid-
ered throughput measures, the expected instantaneous throughput is the only
approximate measure that is truly call-centric.

The numerical experiments further reveal that the expected call-average
throughput of elastic calls in the considered PS models is to a considerable
degree insensitive to both the variability of the available capacity and the call
duration distribution. This insensitivity does not hold if the data performance
is measured by the expected sojourn time.

3.6 Other continuous-time queueing models
This section discusses a number of continuous-time queueing models and as-
sociated analysis techniques, studied in the COST-279 project.

Instantaneous and averaged queue length in an
M/M/1/K queue
In [146] the authors study the dynamics of the joint process of the instanta-
neous queue length L(t) of an M=M=1=K system together with the expo-
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nentially averaged queue length S(t) =
R
1

0
L(t � u)�e��udu, where � is

a weighing parameter. The arrival and service rates are denoted by � and �.
The state of the system is specified by the pair (L(t); S(t)), i.e., one discrete
and one continuous variable. The setting is very similar to that of a fluid queue
driven by a Markov modulated rate process.

The evolution of the joint distribution of the state variables is governed
by a system of coupled ordinary differential equations (ODEs) for the partial
cumulative distribution functions Fi(t; x) = PfL(t) = i; S(t) � xg,

@

@t
Fi(t; x)� �(x� i)

@

@x
Fi(t; x) = (�Fi�1(t; x)� �Fi(t; x))1i>0

+(�Fi+1(t; x)� �Fi(t; x))1i<K ; i = 0; : : : ; K: (3.8)

An analytical stationary solution to these equations is found in a few special
cases. A general stationary solution is not known and is believed not to have
a simple form. Furthermore, it turned out that a direct numerical solution of
the system of ODEs is unstable, and no simple remedy was found1. Therefore,
different alternative approximate ways for obtaining the stationary distribution
are developed in the report.

Two of the methods consider the temporal behaviour of the state distri-
bution. By Kolmogorov’s theorem, starting from any initial distribution the
system will eventually approach an equilibrium, i.e., integrating the equations
in time is inherently stable. The first of the methods considers the evolution of
the system in continuous time, whereas in the second approach an embedded
system in discrete time is studied. A disadvantage of these methods is that the
equilibrium is only approached asymptotically, and with a long averaging time
the convergence is slow. The third method focuses directly on the equilibrium
distribution but using an approximation. The method applies the stochastic
discretization approach, where the deterministic evolution of the continuous
variable is replaced by small stochastic transitions, thus allowing the use of
standard methods of Markovian systems.

1It has been later demonstrated by J.-M. Perkkiö (private communication) that a sta-
ble, fast-converging iterative numerical solution scheme does exist.
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M/D/1/K vacation queue

In [7] a queueing model is adopted where voice packets are fed into a finite
buffer and served by a server representing the output link. The aggregate voice
traffic is modelled by a Poisson process. Due to the presence of best effort
traffic and to the DiffServ-compliant non-preemptive priority scheduling, the
operation of the server is considered in an exhaustive service and multiple
vacation scenario. That is, the server serves voice packets until the buffer
becomes empty. At the finishing instant of the service, if the server finds the
queue empty, it takes a vacation. If there are still no voice packets in the queue
when the server returns from its vacation, it takes another vacation, and so on.
The vacations of the server correspond to the situation where the output link
is occupied by the best effort traffic. The assumption of multiple vacations
implies that the offered load of the best effort traffic is sufficiently high to
utilize immediately the link capacity whenever no voice packet is present. The
vacation time is assumed to be the time needed for transmission of a best effort
packet with MTU size. In effect, a finite M=D=1=K queue with exhaustive
service and multiple server vacations is obtained.

The steady-state solution of this queueing model is obtained and useful
quantities concerning packet loss probability and arbitrary percentile of delay
are derived. The latter quantity is particularly valuable, because it stands for
a statistical upperbound on the jitter, which is the main factor leveraging the
perceived quality of voice connections.

BMAP/G/1 queue with feedback

Message transmission in wireless communication networks includes proce-
dures of error correction at several layers of the protocol stack, e.g., at the
data link (DLL) and transport layers. These procedures perform the repeated
transmission of those protocol data units (PDUs) that were transmitted with
errors. An adequate performance model of such procedures is determined by
specific feedback queues.

In [147] matrix-geometric modeling techniques are used to analyze and
calculate the performance characteristics of such a telecommunication chan-
nel where the probability of a corrupted transmission is fluctuating. Such sit-
uations typically occur during information transmission in mobile networks
when the users cross cell boundaries and the interference conditions change
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drastically.

First, the transmission process is modeled in terms of the BMAP/G/1
queue with feedback where the behavior of the input and the error probability
depend on the state of a Markovian synchronous random environment. The
latter describes the random changes of the interference conditions determining
the success of a service completion. Here the probability of a repeated service,
which can be interpreted as the error probability of a transmitted PDU, can
change according to the state of that random environment. A general Batch
Markovian Arrival Process (BMAP) describes the arrival stream of customers,
modeling the batch arrival of radio blocks of a segmented message at the DLL.
Applying the machinery of matrix-geometric methods, the resulting model
is characterized by a discrete-time Markov chain with quasi block-Toeplitz
structure embedded upon service completions. Then necessary and sufficient
conditions for the existence of the corresponding steady-state distribution of
the queue length at these embedded epochs are determined. Furthermore, the
latter is characterized as the unique solution of a generalized variant of the
Pollaczek-Khintchine equation using a generating-function approach. Finally,
the stationary queue-length distribution at arbitrary epochs is determined and
an algorithm for its calculation is sketched.

The model of [147] includes as special cases both Takacs’ single-server
feedback and a BMAP/G/1 queue operating in a synchronous random environ-
ment without feedback.

3.7 Queueing networks

The previous sections of this chapter deal with isolated queueing systems. In
order to assess the performance of a communication network, however, it is
also necessary to study networks of queues. This section overviews the COST-
279 work on queueing networks. First, an approximate method to calculate
end-to-end delay characteristics is presented. Next, a technique to determine
the evolution of the characteristics of a traffic stream when it proceeds through
a network is discussed. The latter can be useful to derive more accurate end-
to-end performance characteristics.
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End-to-end delay characteristics

The end-to-end delay is an important QoS parameter for real-time services. In
[148], an analytical model to calculate end-to-end delays in packet networks
is considered. The aim is to calculate the distribution of the end-to-end delay
for a particular path consisting of a series of nodes. It is assumed that all the
waiting times in the nodes in the end-to-end path are statistically independent;
this is a key assumption to obtain the end-to-end delay by convolution. For
queueing networks with FCFS queueing discipline this property only yields
for the acyclic form of Jackson Networks (where a packet visits a node at most
once). In [149], however, it is argued that if the load from a particular flow
only is a small fraction of the total amount of traffic at a node and the input
processes to the network are “smoother than Poisson” (i.e. with less variability)
then the independent assumption will be quite reasonable and will represent a
worst case scenario. Therefore, the M/G/1 queue is taken as the model to find
the waiting time distribution in each node, and then the convolution is applied
to obtain the end-to-end waiting time distribution.

If all nodes have identically distributed service times, the corresponding
convolution may be substantially simplified and closed-form expressions are
derived in terms of derivatives with respect to the load parameter. Special
emphasis is put in [148] on the case with constant service times, since this is an
important case for applications. Numerical results show that end-to-end delays
in chains for up to 20 nodes may be analysed without numerical difficulties.
It is also possible to extend some of the results to cover convolutions between
equally loaded groups of queues with different service time distributions in
each group.

Evolution of traffic characteristics

In [95], the evolution of the interarrival and interdeparture times between voice
packets when they are proceeding through a number of network nodes has been
investigated. Instead of separately specifying the characteristics of each indi-
vidual source, the arrival process in a node is modelled as the superposition of
a single tagged stream and an independent background process that aggregates
the remaining traffic sources. Because the load of a single voice stream is as-
sumed to be very low compared to the load of the aggregate traffic, the tagged
voice packets can be represented as markers (packets with size zero). At the
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entrance of each network node, one thus has the tagged traffic stream, namely
the markers, and the background stream. The tagged marker stream is char-
acterized by the consecutive interarrival times between the markers, which are
assumed to be identically distributed. The background arrival process is de-
scribed on a slot-per-slot basis according to a general i.i.d. process.

First, an expression for the probability generating function of the interde-
parture times of the voice packets after one stage is established. The pgf of this
interdeparture time is then used as the pgf of the interarrival times of the voice
packets in the next stage, in order to assess the evolution of the interarrival-
time characteristics throughout the network. Also, the pgf of the interdeparture
times between three successive voice packets (in case two successive interar-
rival times may be dependent of each other) is calculated.
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4.1 Introduction

Wireless mobile access has been developed into a most attractive way for users
to connect to the Internet. However, users expect from the service providers
new services with interesting content like news, local info, GPS info, and TV
movies. To fulfil these expectations new requirements are placed on the net-
work (including wireless access), particularly higher capacity of access links
and end-to-end QoS guarantees at lower cost.

The statistics say that the number of users using mobile terminals will be
growing each year and will in the near future overrun the number of fixed users.
Therefore, intensive research and development efforts in the area of wireless
and mobile networks are taking place, resulting in emerging new generations
of networks. According to the current evolution scenario, in the near future the
Third Generation (3G) systems, such as the UMTS and Code Division Multi-
ple Access 2000 (CDMA2000), will substitute the existing Second Generation
(2G) systems, namely GSM. The 3G systems are aimed at offering at least
144 kbps for outdoor (mobile) and 2 Mbps for indoor (fixed) links that are
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considerable higher comparing with those offered by 2G systems, for instance
only 9.6 kbps in GSM. On the other hand, WLAN technology, at the begin-
ning treated as an extension of LANs, has recently experienced a phenomenal
growth. Currently, the most popular 802.11 WLAN standard offers wireless
access link rates up to 54 Mbps, with usage ranging from the office environ-
ment to public hot spots. Comparing WLAN and 3G systems, the WLANs
have limited coverage but much higher link bit rates, whereas 3G systems have
wider range and provide better mobility support. There is thus market pressure
for the development of solutions allowing users to make seamless handovers
between those two types of networks.

The discussed issue is how to set-up the most suitable connection depend-
ing on user application demands when an appropriately equipped terminal si-
multaneously has access to more than one wireless network, e.g. to WLAN
and UMTS. For solving this problem, the concept of Always Best Connected
(ABC) scenario is investigated.

Notice that the wireless links used in access are still of relatively lower bit-
rates when compared to the wired links that are typical for the core. Therefore,
for offering new services to the users, who usually require some end-to-end
QoS guarantees, a new network architecture needs to be developed. This archi-
tecture should support QoS in both the core and the access networks, and user
mobility. While there is a possibility to overprovision the core, for the wireless
access networks some traffic control mechanism should be developed.

The research activities inside the COST 279 project on wireless and mobile
networks mainly touch the selected issues of QoS traffic control, traffic mea-
surements, modeling, performance evaluation, and resource management for
GSM, UMTS, WLAN, and satellite technologies. These technologies present
essential differences from each other, and as a consequence many proposed so-
lutions are technology-specific. This chapter is therefore structured according
to the main types of wireless networks.

4.2 GSM Networks
GSM is circuit-switched technology originally designed for handling voice
calls. GPRS is an extension of GSM offering packet switching capabilities
over the GSM channels. The technical specifications of GPRS were made in
the 3rd Generation Partnership Project (3GPP) [150], and GPRS is currently
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offered by many European GSM operators. GPRS uses the spare capacity left
out by GSM voice or data calls. By default, GSM calls have priority in the
use of radio channels. If available, the channels are reserved only temporar-
ily when the terminal receives or transmits data. By using several time slots
from the GSM frame, GPRS allows higher data rates compared to GSM data
calls. These data rates and a quite short connection set-up time make the use
of Wireless Application Protocol (WAP) services and Multimedia Messaging
Service (MMS) cheaper and faster than by using GSM data calls. Moreover,
connections to Internet are also possible.

When considering the performance issues of GPRS, the GSM radio chan-
nel is one of the main limiting factors, possessing an intrinsic structural delay
and bandwidth variations and packet losses that are hard to deal with. The
technical specifications give some indications for QoS, but these features are
typically not taken in use.

4.2.1 Traffic Measurements and Modeling

In [72] and [84] are presented results obtained from tcpdump traces recorded
between a GPRS backbone network and the Internet but before a NAT is made.
The reported measurements are from about half a year after the operator had
launched its commercial GPRS service. A GPRS session is defined as all pack-
ets (and their time stamps) with the same temporary IP address that the user is
given at the time of the attachment to the GPRS network.

The main observations are that, during the measurement time, most GPRS
sessions started during the working days and in working hours were in general
roughly similar to low access speed dial-up sessions, and that GPRS session
durations and session volumes seem to have heavy-tailed distributions. Also,
the majority of the data transfer occurs typically in the beginning of the session,
and the GPRS users typically detach from the GPRS network when they have
finished active usage.

In paper [74] are studied distributional properties of GPRS/GSM session
volumes and durations, by the application of a known statistical method of
ascertaining about the underlying distribution to the data-analysis of GPRS
data introduced in [72] and [84]. The statistical method is based on the concept
of maximum correlation. This method is used because there are no a priori
reasons to expect or prefer any particular distribution. The main result is that
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these data sets exhibit a heavy-tailed nature. The Weibull distribution with the
shape parameter between 0 < � < 2 is one of the possible models.

4.2.2 Resource Management
Resource management policies in GSM/GPRS cellular networks are studied in
[151]. These systems basically offer two services: mobile telephony and wire-
less access to the Internet. The resource allocation policy should be carefully
chosen so that telephony, from which operators are still getting most of their
revenues, is not penalized and, at the same time, data service is provided with
a good quality.

Three different alternatives are investigated. According to the voice prior-
ity channel allocation strategy, priority is given to voice in the access to radio
channels. The second channel allocation policy is called R-reservation: it stati-
cally reserves a fixed number of channels to data services. Finally, the dynamic
reservation strategy allocates channels to data whenever necessary, using the
information about the queue length of GPRS data units within the base station.
A threshold on the queue length is used in order to decide when channels must
be allocated to data.

The schemes are analyzed by means of Markov chain models. From the
results it is shown that voice priority cannot provide acceptable performance to
data service, since whenever all the available channels are busy with voice con-
nections, the data service undergoes service interruption. The R-reservation
channel allocation policy overcomes this problem and drastically improves the
performance of data service. The drawback of this scheme is that it subtracts
resources from voice users, even when these are not needed for data, thus
inducing an unnecessary performance degradation for voice services. The dy-
namic reservation scheme provides effective performance tradeoffs for data
and voice services, with the additional advantage of being easily managed
through the setting of the threshold value.

In [152] are considered adaptive dynamic channel borrowing strategies for
wireless networks covering a road. In a Fixed Time Division Multiple Ac-
cess (FTDMA) based network model, road traffic prediction models are used
to characterize the movement of hot spots, such as traffic jams, and subse-
quently to predict volume of traffic load offered to the network. A dynamic
upper bound on the capacity required to achieve a specified QoS level in the
cells is computed. Restricting borrowing to neighbouring cells, to avoid ex-
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cessive re-allocation of capacity, optimal channel borrowing strategies based
on traffic movement and traffic density are given. These strategies can be char-
acterized by a straightforward rule of thumb, of easy implementation: borrow
capacity from the cell on the steeper side of the traffic peak. The simulation
results under realistic traffic load conditions indicate a significant reduction of
call blocking probabilities assuming the proposed optimal channel borrowing
strategy.

The load balancing in cellular networks problem is discussed in [153].
The performance of both static and dynamic call routing policies for a simple
model of two base stations with overlapping cells is compared. The new call
originating from the overlapping area can be routed to either one of the two
base stations. In a static policy the routing decisions are based only on the
system parameters, i.e., arrival rates and mean holding times, assumed to be
known, whereas a dynamic policy uses additional information about the system
state, defined by the number of running calls in each station. Since the capacity
of the base stations is finite, it may happen that a new call will be blocked. A
method for constructing a reasonable routing policy (close to the optimal) is
proposed.

The approach is based on the theory of Markov Decision Processes (MDP).
The objective is to minimize the call blocking probability. In particular, the
blocking performance of the policy obtained by the First Step of the Policy
Iteration (FPI) algorithm is investigated. Under a randomized policy the two
base stations can be modelled independently as Erlang loss systems, for which
it is easy to determine the so called Howard’s relative costs in each state. This
makes the first step of the policy iteration algorithm of low complexity, and
therefore applicable for large instances. In addition, it is easy to determine the
optimal policy among the randomized policies (which is a subset of the set of
static policies).

The idea is to approximate the optimal dynamic policy with the FPI pol-
icy. It is shown that any FPI policy fulfils two reasonable requirements: it is
greedy, and of the threshold type. In addition, numerical experiments for small
instances provide a deeper understanding of the FPI policy. Interestingly, it
turns out that starting with the optimal randomized policy as the basic policy
does not necessarily lead to the best performance of the FPI policy. Therefore,
a heuristic rule is suggested for the basic policy. With such a choice, the FPI
policy seems to be close to the optimal dynamic policy, and performs better
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than the other considered policies.

4.3 UMTS Networks

UMTS is the 3G wireless network standard for providing different QoS ser-
vices and operating with bit rates up to 2 Mbps. This is achieved by operation
with Wideband Code Division Multiple Access (WCDMA) over the air inter-
face.

Given the fundamental differences from GSM, the introduction of UMTS
requires new paradigms in wireless network design. Recall that in GSM the
capacity of a base station is determined only by the number of available fre-
quencies and hence is independent of current network load. Given the number
of frequencies available in a cell, the allowed network load follows directly
from the Erlang-B formula, since the GSM network provides mainly voice
calls. In contrast, the capacity of a Base Station (BS) in a WCDMA network is
interference limited. On the uplink direction, the Multiple Access Interference
(MAI) at a BS is caused by all the Mobile Stations (MSs) both from the given
BS and from neighbouring BSs. On the downlink direction, the capacity is
limited by the transmit power of the BS or by the interference it causes. The
power control mechanisms in both link directions control the transmitted pow-
ers in such a way that, for each service, signals are received with nearly equal
strength. A detailed examination of the interference on the uplink of a given
cell is no straightforward task. Due to the universal frequency reuse in UMTS,
all users, both in the considered cell and in the neighbouring cells, contribute
to the total interference, thus influencing the link quality in terms of received
bit-energy-to-noise ratio (Eb=N0).

The planning of WCDMA networks consists of two aspects: the coverage
planning and the capacity planning. In contrast to GSM, the coverage and the
capacity cannot be considered as independent terms. In WCDMA a trade-off
between the coverage area and the capacity of a BS exists. The more users are
active at a BS, the larger is the MAI at the BS, and the higher are the transmit
powers required by the MSs to fulfil their Eb=N0 requirements. Additionally,
due to the restriction of the MSs transmit power, the coverage area shrinks
with an increasing number of users. Attaining a certain coverage area for a
BS demands a limitation of the MAI, which can be done by admission control.
The MAI level used as threshold for the acceptance of new calls determines
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not only the coverage area, but also the capacity of the BS.
Another difference between GSM and WCDMA is the handover proce-

dure. While GSM supports only hard handovers, where the connection to the
new BS is established after terminating the one to the old BS (“break before
make” ), soft handover is performed in WCDMA. Here, the mobile assists in
the handover process by measuring the pilot signals from the neighbouring
BSs and storing those BSs with the strongest received signals in the Active Set
(AS). The mobile then communicates with all BSs in the AS simultaneously
(“make before break” ). As a consequence, the MS receives multiple power
control commands and adapts its transmission power on the uplink to the BS
with the least requirement.

The introduction of 3G mobile communication systems also allows the ser-
vice providers to offer a large variety of services, categorized in UMTS under
the classes conversational, streaming, interactive, and background. While the
conversational and streaming classes have a guaranteed bandwidth and delay,
the interactive and background (best effort) classes consume the remaining
system capacity. On the downlink this system capacity is limited by the BS
transmit power, and on the uplink by the interference. As traffic in UMTS
networks is expected to be asymmetric, with the bulk of it towards the MS,
the downlink becomes the limiting link for best-effort traffic. In UMTS, best-
effort traffic may either be carried on dedicated channels that are subject to rate
control or on a shared channel. UMTS release 5 further standardizes the High-
Speed Downlink Shared CHannel (HS-DSCH), which achieves data rates up
to 10Mbps.

4.3.1 Admission Control and Capacity of WCDMA
Systems

The key feature of WCDMA systems is that all users transmit in the same fre-
quency band, their signals being separated by the use of orthogonal or pseudo-
orthogonal codes. Except for the ideal case, when real orthogonal codes are
used and no multi-path propagation occurs, a user sees the other users’ sig-
nal as interference. The total interference comprises the own-cell interference
Îown, the other-cell interference Îother, and also the thermal noise N̂0. The
interference grows with the number of calls in progress and limits the capacity.

WCDMA Admission Control is performed on the basis of the measured
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noise rise, defined as the ratio of the total interference Î0 to the interference
N̂0 of an unloaded (empty) system. The AC estimates the increase of the noise
rise that would be caused by accepting a new connection and blocks it if the
result exceeds a predefined threshold. While the noise rise is a value that is
measured by a BS, it is not well suited for understanding the actual system
load. A transformation of the noise rise yields the definition of the cell load �:

Noise rise =
Î0

N̂0

=
1

N̂0

Îown+Îother+N̂0

=
1

1� Îown+Îother

Îown+Îother+N̂0

=
1

1� �

(4.1)
A cell load equal to 1 defines the pole capacity of a WCDMA cell. On

the arrival of new call submitted to service t the AC algorithm estimates the
additional load �t brought in by the call. This load is based on the negotiated
traffic contract parameters, i.e., bit rate and maximum error rates. WCDMA
AC consequently accepts an incoming connection if the estimated cell load
�est stays below the predefined threshold value �max. The acceptance of a new
call depends on both the own-cell interference and the other-cell interference.
This feature explains why we speak of soft-blocking in WCDMA networks.

A time-efficient algorithm to compute blocking probabilities in a WCDMA
network operating with several services is proposed in [154] under assumption
that users submit calls to each service class accordingly to a Poisson process
with exponentially distributed holding times. The load produced by a user is
declared by the submitted QoS requirements, i.e., bit rate and target Eb=N0,
and is called load per service. The user activity at an arrival instant is modeled
by a Bernoulli random variable. The AC condition which originally relates to
own- and other-cell interferences is transformed into own-cell load �own and
other-cell load �other. The other-cell load is modeled as a lognormal random
variable that is assumed to be independent of the own-cell load. This allows
the derivation of the probability �t(�own) that a call of service t is blocked
in a system state with own-cell load �own. This probability is called the soft
blocking probability and can occur in virtually every state depending on the
other-cell load.

Figure 4.1 shows example blocking probability for a system operating with
three services. The dotted lines show the approximated blocking probabilities
and the solid lines correspond to simulation. One can see that the approxi-
mation yields accurate results in the presented range of scenarios, possessing
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Figure 4.1: Uplink Blocking probabilities for three services with 12.2kbps,
64kbps, and 144kbps

strongly varying other-cell interference levels and different user activities of
0.45, 0.3, and 0.8 for the three services. These are the especially interesting
cases, since with deterministic other-cell interference and Always-ON users
the proposed analysis yields exact results.

An alternative way to perform AC in WCDMA networks is discussed in
[12]. The AC algorithm combines the dynamic optimization of the Chernoff
bound instead of the well-known static effective bandwidth concept. A very
important advantage of the proposed method is its dynamic behaviour that, in
contrast to the traditional static effective bandwidth methods, allows resilient
adaptation to the continuously changing network parameters. The proposed
algorithm is able to adapt dynamically to an ever-changing radio environment,
and provides a trade-off between decision efficiency and complexity. The pro-
posed AC method is investigated under ON/OFF traffic sources and lognormal
fading channels.

In [155] is analyzed downlink feasibility of call assignments to base sta-
tions in a heterogeneously loaded, linear UMTS network. This model is moti-
vated by the situation along a highway where, due to traffic jams (“hot spots” ),
the load of the cells is not distributed evenly along the road. By dividing the
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area into small segments, the power requirements are characterized via a ma-
trix representation that separates user and system characteristics. A closed-
form expression of the Perron-Frobenius (PF) eigenvalue of that matrix is ob-
tained, providing a quick assessment of the feasibility for each distribution of
calls over segments (and for each assignment of calls to base stations). In par-
ticular, the PF eigenvalue is almost linear in the number of calls per segment,
and thus provides a kind of “effective interference characterization of down-
link feasibility” . The results allow for a fast evaluation of outage and blocking
probabilities and may be used for call acceptance control.

In [156] is examined the evaluation of interference in direct sequence
spread spectrum mobile communication systems. Interference conditions in
both the uplink and downlink transmission are discussed. For calculation of
interference conditions, a statistical method based on the average emission
power of a mobile station in a cell is proposed and compared with one based
on calculation of multiple cell interference reduction factors. The study shows
that these two methods produce similar results.

4.3.2 Soft Handover
In CDMA systems, during the soft handover process MSs are connected, not
only to one, but to several BSs. An MS moving in an area with several BSs has
an Active Set that changes dynamically and is determined by the pilot signal
transmitted by every BS. An MS detects the BS with the strongest received pi-
lot signal and also those BSs with a signal strength not more than the reporting
range below the strongest signal. All these BSs form the Active Set of an MS.

On the uplink, all BSs in the Active Set receive the frames transmitted
by the MS (site diversity) and transfer them to the Radio Network Controller
(RNC). There, all frames are checked for errors and only if all of them are
erroneous a frame error occurs (selection diversity), see Figure 4.2. The RNC
evaluates the resulting frame error rate and adapts the target Eb=N0 in the
outer loop power control. This target Eb=N0 is signaled to all BSs in the Ac-
tive Set, which try to adjust the transmission power of the MS to this value
according to the inner loop power control. The MS receives power control
signals from all BSs in the Active Set and increases its power only if all BSs
signal power up. Otherwise, if one or more BSs signal power down, the MS
obeys the latter command. On the uplink, soft handover leads to a reduction
of the required transmission powers and consequently to less interference in
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Figure 4.2: Diversity effects due to soft handover in WCDMA networks

the system, from which an increased system capacity results. The benefits of
soft handover on the uplink include automatic load balancing, a target Eb=N0

reduction, and increased robustness against fading. The automatic load balanc-
ing and the robustness against fading result from the inner loop power control,
which “selects” the best BS on slot level, i.e., 15 times per 10ms interval. The
best BS is not solely determined by the propagation loss, but also depends
on the interference levels at the BSs in the Active Set. MSs at the border of
a highly loaded BS may be power-controlled by a nearby BS with less load,
even though the propagation loss to this BS is higher. Thus, the load is shifted
from BSs with high load to BSs with lower load. This effect is investigated
in [157] using Monte Carlo simulation techniques. A series of snapshots of a
UMTS network with 39 BSs in a hexagonal grid is generated for homogeneous
and non-homogeneous spatial traffic distributions. The soft handover gain, de-
fined as the reduction of the mean interference due to soft handover, grows
in the homogeneous scenario with the offered load, and reaches a maximum
of about 3dB. In non-homogeneous scenarios even higher soft handover gains
are obtained, since there is more potential for load balancing. The outer loop
power control further increases the soft handover gain by decreasing the target
Eb=N0 value such that lower received powers are required at the BSs. This
gain is additional to the benefit obtained by selecting the best BS, as still all
BSs in the Active Set try to adjust the MSs transmit powers to the same target
value. The effect of the outer loop power control is investigated in [158]. In
this paper soft handover gains up to 8dB are reported in homogeneous net-
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works with high traffic density.

4.3.3 Impact of mobility on UMTS network
performance

The mobility of terminals in a UMTS network strongly influences network
capacity. On the one hand, this impact stems from the more severe Signal-
to-Interference-Ratio (SIR) requirements that apply in case of higher veloci-
ties due to the combined effects of multipath propagation, Doppler shifts, and
power control imperfections. On the other hand, an increased mobility re-
quires a higher level of radio resource reservation regarding handovers, in or-
der to keep the call dropping probability below a prespecified target value. As
a consequence, fresh call blocking increases, inducing a need for denser site
planning. In [159] an analytical approach is presented to evaluate the impact of
these two mobility-related aspects on network planning, performance, and in-
vestment costs. The principal strength of the approach lies in the model being
simple enough to allow a computationally relatively inexpensive performance
evaluation and optimization, yet being sufficiently realistic to provide valuable
qualitative insight for network planning purposes.

The fresh call blocking probabilities and call dropping probabilities are
evaluated using a two-dimensional time-continuous Markov chain with a state
described by the number of users in the considered cell and in the surround-
ing cells. The interference of a user in a surrounding cell is modelled by a
Gaussian random variable including terminal location and call activity. By
demanding a given outage probability, the soft capacity of a WCDMA cell
is transformed into a fixed set of accessible states. The velocity of the users
is incorporated into the different SIR requirements and cell residence times.
Furthermore, the call admission control for fresh calls reserves a certain radio
resource for handover calls. The amount of reserved radio resource and the cell
radius are optimized in order to minimize network investment costs in terms
of BSs per covered area, while meeting the target call blocking and dropping
probabilities. The primary conclusions from the numerical examples are that
(i) the impact of terminal velocity on the optimal cell radius, and therefore on
the investment costs, can be quite significant (potentially up to a factor of 2),
(ii) the deployment of a radio resource reservation scheme can indeed be effec-
tively utilized to reduce call dropping and investments costs, and (iii) planning
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a UMTS network using inaccurate estimates of terminal velocity can lead to
unacceptable blocking and, in particular, dropping probabilities.

In [159] the influence of mobility on the radio resource reservation for
handover calls is demonstrated using a simple mobility model, with cell res-
idence times with exponential distribution and expectation dependent on the
mobile’s velocity. In [160] a new mobility model is introduced in order to pre-
dict the number of terminals in each cell and to improve the effectiveness of
CAC algorithms. This model is studied in the context of other mobility models
reported in the literature, namely random walks and Markov models.

Two-dimensional Markov models are very complex, because of the need
to keep state for the six adjacent cell directions. The goal to define a simple
yet appropriate model is achieved by extending the one-dimensional model to a
two-dimensional model that retains its simplicity by limiting the possible states
of the mobile user. The main idea of the model is to separate the neighbouring
cells into two groups according to the typical user movement direction. The
authors have calculated the number of mobile terminals for future time peri-
ods relying on the random walk model and their modified Markov mobility
model. The calculation of the future number of mobile terminals in cell k uses
the concept of a ring, defined as the cells surrounding cell k. This concept
simplifies the calculations, because the interest rests only on the number of
users arriving to or leaving a given ring during a time period, whereas internal
movements (inside the rings) remain unconcerned. The goal is to predict the
number of users in cell k in time slot ti+1 and ti+2, based on the number of
users in cell k, the first ring, and the second ring at time slot ti. The authors
have compared the accuracy of different mobility models by simulation. The
results and equations obtained can be utilized in resource-reservation based
AC algorithms, paging algorithms, etc. The parameter of the random walk
model is easily determined from measurements of the actual number of han-
dovers in the network. The parameters of the modified Markov model can also
be calculated from handover measurements. In addition, the directions of the
handover events and the time interval between the handover events are needed.
Predictions based on the extended Markov model prove to be as precise as the
handover vector random walk method, but the required calculations and equa-
tions are much simpler. The results show that the accuracy of the prediction
depends on the range of the forecast. The two-ring concept takes into con-
sideration the users moving at higher speed, therefore provides more accurate
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information for the AC algorithm than the ring based forecast. It is left open
for future work the determination on the optional forecast distance as function
of the mobile terminal’s speed in the network.

4.3.4 Scheduling of Packet Data Traffic in UMTS
Networks

Wireless data transfer is undisputedly a major driver for the deployment and
anticipated success of third generation mobile networks. As the foreseen (data)
services greatly differ in their traffic characteristics and QoS requirements,
a number of distinct transport channels have been specified to accommodate
these services efficiently. In the downlink, commonly the focus of the attention
in light of the generally expected strong up/downlink data traffic asymmetry,
the Dedicated CHannel (DCH), the Forward Access CHannel (FACH), and the
Downlink Shared CHannel (DSCH) are standardized. Specifically designed
for delay-sensitive services or services with stringent throughput requirements,
the DCH is a bit pipe assigned exclusively to a single mobile station and has
the advantage of fast closed-loop power control and macro-diversity. On the
other hand, the FACH and DSCH may be shared by multiple mobiles. The
FACH is typically used for the transfer of relatively small data chunks, without
the advantages of closed-loop power control and macro-diversity. Medium to
large data transfers, particularly of bursty character (e.g., TCP/IP flows), are
most efficiently conveyed on the DSCH, as it enjoys the advantages of closed-
loop power control by maintaining a low bit rate Associated DCH (A-DCH)
for signalling purposes. A principal advantage is the enhanced efficiency of
channelization code usage. Since data is multiplexed on the DSCHs, the use
of soft handover (or macro-diversity) is rather complicated from an imple-
mentation viewpoint and therefore not standardized. UMTS release 5 further
standardizes the HS-DSCH, which achieves data rates up to 10Mbps by a va-
riety of enhanced technologies including (i) higher order modulation together
with fast link adaptation, i.e., adaptive coding and modulation, optimized for
channel conditions, (ii) fast scheduling centered at the Node-B rather than at
the RNC, with a proposed smaller transmission time interval, in order to re-
duce delays and facilitate better tracking of the channel variations (e.g., equal
to the 0.67ms slot duration), and (iii) fast cell selection in order for an MS to
continuously select the serving cell with the best radio conditions, important
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in light of the unavailability of macro-diversity on the HS-DSCH.

In [161] the authors present a semi-analytical performance evaluation of
the DSCH, investigating the influence of A-DCHs and interference from neigh-
bouring cells on the downlink transfer rates. The analysis of a UMTS network
with N cells consists of two stages. In the first stage, the cell-wise outage prob-
abilities for a given number of calls per cell are obtained using Monte Carlo
simulation. The second stage captures the traffic dynamics of call arrivals and
terminations in an N-dimensional irreducible continuous-time Markov chain.
A system state is specified by the number of calls per cell, and the outage
probabilities obtained in the first stage are integrated by reduced arrival rates.
Furthermore, for each state and cell an effective throughput per call is deter-
mined as function of the frame error rate.

The influence of A-DCHs and other-cell interference is demonstrated by
simple experiments. The data transfer rates of networks with one, two, and
three Node-Bs are evaluated with and without A-DCHs. The experiments
show that a heavier data traffic load implies both a greater competition for
DSCH resources, and thus longer transfer delays, and a higher interference
level due to the greater number of A-DCHs that must be maintained for sig-
nalling purposes. This latter effect causes a higher frame error rate and thus
a lower effective aggregate DSCH throughput. Hence, the greater the demand
for service, the smaller the aggregate service capacity.

In [162] the authors investigate the performance of an integrated services
UMTS network with speech calls on DCHs and data calls on an HS-DSCH.
Different scheduling schemes for micro- and macro-scheduling are compared.
Macro-scheduling adjusts the power of the HS-DSCH to the varying traffic
conditions at a time scale of seconds and has inter-cellular scope. Micro-
scheduling time-multiplexes the data flows within each cell in order to opti-
mize resource efficiency according to varying channel conditions, while sat-
isfying the call’s QoS requirements and providing some sort of fairness. Two
different scheduling disciplines are considered for micro-scheduling: power-
fairness and rate-fairness. Power-fairness means that within one cell the same
power is spent for all users, and thus users with worse channel conditions ex-
perience a lower rate. Rate-fairness means that all users within one cell obtain
the same rate, but more power is spent for users with worse channel condi-
tions. Macro-Scheduling can be either adaptive or fixed. Adaptive means that
the power allocated to the HS-DSCHs of the different cells optimizes the data



114 CHAPTER 4. WIRELESS NETWORKS

throughput while maintaining the C/I requirements of the speech users.
The different disciplines for micro- and macro-scheduling are compared

using Monte Carlo simulation techniques. For a series of snapshots, the outage
probability for speech calls and the achieved rate for data users are evaluated as
performance criteria. The principal objective of the experiments is to demon-
strate the potential performance enhancements of adaptive macro-scheduling.
The results show that indeed adaptive scheduling leads to an improved QoS
for both speech and data services. Speech calls enjoy the most significant
performance gain due to the strict priorization strategy. For the fixed macro-
scheduling scheme there is a trade-off between the QoS for speech and data
users. More power for the HS-DSCH leads to a higher transfer rate for data
users, but also to a higher outage probability for speech users. Power-fair
micro-scheduling leads to a higher expected throughput per data call than rate-
fair micro-scheduling. However, the expected throughput for users at the cell
border is significantly smaller than for users near the center of a cell.

4.4 Wireless LANs

Recently, WLANs have gained a prominent role in the telecommunications en-
vironment because of their support of seamless access of portable devices, like
laptops and electronic organizers, to the Internet. As the Internet becomes a
multi-service network, one can also expect from WLANs the internal capabil-
ities for providing guarantees on some QoS parameters (delays, packet loss).
WLAN standards, like HIPERLAN and IEEE 802.11, are mainly concentrat-
ing on the physical, data link, and MAC layers. However, for supporting user
mobility in a wide range environment (outdoors), enhancements at the network
layer, e.g., mobile IP, are required. Physical layer issues need to be taken into
account because interference caused by other systems (WLANs, Bluetooth) or
by noise strongly influences the available capacity of the system. From a QoS
point of view, efficient scalable MAC protocols that can handle traffic with
different QoS requirements are expected. The IEEE 802.11e standard [163]
attempts to fulfil these demands, but only with moderate success. In addition,
roaming and handover have to be considered, since a significant amount of
delay and packet loss can be traced back to these events.

The activities of the COST 279 project in the area of WLANs have mostly
focused on performance analysis, handover issues, and reliability aspects.
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4.4.1 Performance analysis

An integrated packet/flow level model suitable for analyzing flow throughputs
and transfer times in IEEE 802.11 WLANs is proposed in [99]. The packet
level model captures the statistical characteristics of the transmission of indi-
vidual packets at the MAC layer, while the flow level model takes into account
the system dynamics due to the initiation and completion of data flow trans-
fers. The model is a processor sharing type of queuing model, reflecting the
IEEE 802.11 MAC design principle of distributing the transmission capacity
fairly among the active flows. The resulting integrated packet/flow level model
is analytically tractable and yields a simple approximation for the throughput
and flow transfer time. Extensive simulations show that the approximation is
very accurate for a wide range of parameter settings. In addition, the simula-
tion study confirms the attractive property following from the approximation
that the expected flow transfer delay is insensitive to the flow size distribution
(apart from its mean).

4.4.2 Handover issues

In [164] is discussed a queuing network mathematical model for the analysis of
the low latency handoff schemes related to those of [165, 166, 167, 168, 169].
Consider the network architecture depicted in Figure 4.3. For computational
tractability all routers are modeled as simple M/M/1 queues. The authors focus
on the Pre-Registration handoff scheme, the model corresponding to the Post-
Registration scheme being presented in [168].

Consider a Mobile Node (MN) moving from the old Foreign Agent (oFA)
to the new Foreign Agent (nFA) and suppose an overlapping area between
the two subnetworks. Assume that the L2 handoff starts when the MN enters
the overlapping area, and denote this time instant by t0. Let the variables
DST , DLD , and DLU define the time needed, since t0, to generate the layer 2
triggers L2-ST (Source Trigger), L2-LD (Link Down), and L2-LU (Link Up),
respectively. These are constant positive values such that DST < DLD <

DLU . Furthermore, the response time of any router A is denoted by RA. The
time instant the Gateway Foreign Agent (GFA) starts forwarding to the nFA,
instead of to the oFA, the packets destined to the MN is denoted by t1 and
given by t1 = DST +RoFA+R3+RnFA+R2+RGFA+fixed delays (see
Figure 4.3). This expression is a sum of exponentially distributed variables
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Figure 4.3: Network architecture.
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Figure 4.4: Delay distribution.

and constants. Packets will be routed via the oFA or via the nFA according to
whether they arrive at the GFA before or after t1.

As an example, Figure 4.4 shows the expected number of CBR packets that
are dropped due to expiration of the playout time or the absence of a buffer,
as function of the playout time. Both the results for Pre-Registration and Post-
Registration are shown, for two different values of the time between the LD
and the LU triggers. The timing of the LD trigger is set to 60 ms. Note that
these curves tend to the expected number of lost packets due to the absence
of buffer capacity when the playout time tends to infinity. It can be seen that
Pre-Registration implies more losses than Post-Registration, while the average
delay for packets that are not lost is slightly larger for the Post-Registration
scheme. The latter follows from the fact that packets using the bi-directional
edge tunnels have a longer delay. More packets are lost when the time between
the LD and the LU trigger increases, so more buffer capacity would be needed
to avoid losses. In the paper, issues related with handoff implementations over
IEEE 802.11 are also discussed.

At present, new issues of high-speed network research emerge from the
convergence of wireless and wired next generation networks and the planned
deployment of new integrated multi-media and Web services. In [80] the au-
thors have sketched a service architecture where adaptive applications are run-
ning above a distributed service management and QoS-control layer. These
layers operate, in turn, on top of the transport and network layers with their
corresponding functionality of resource allocation and control, and of mobility
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management. They have described a LINUX implementation of the proposed
concept in an IEEE802.11b compatible wireless LAN with Mobile IP (MIP) as
network layer using a unified programming model, and have investigated the
efficiency of the data transport by the TCP and UDP protocols. By means of
appropriate measurement tools is illustrated the impact of the changing trans-
mission quality, the resulting error recovery of the wireless data link layer,
and the roaming between different basic service areas on the dynamics of TCP
flow control and on the resource-reservation process taking into account re-
alistic emission patterns of the IP frames. Moreover, the most effective and
sensitive control information of the adaptation process is identified.

As a summary, the study identifies some important issues regarding the in-
terworking between resource reservation, QoS-control, mobility-, and security-
management that require an improved, more efficient solution in the near fu-
ture. From experiments it is concluded that an interworking between the TCP
flow-control and the behavior of the wireless Data Link Control (DLC) layer
should be organized to improve the throughput and delay characteristics of the
data flows while moving and roaming, e.g., by exchanging management and
control information that optimizes an ECN-based TCP flow control in a way
similar to the Available Bit Rate (ABR) scheme in ATM. The use of improved
TCP variants, e.g., those that freeze and recover the congestion-window state
after a handoff, that use TCP control block statistics, that mimic a loss-less
PDU transfer at the data link layer like snoop, or that distinguish different
sources of packet loss may be another alternative.

Despite the technical shortcomings of the implementation, it is further
demonstrated that micro-mobility is not supported in an adequate manner by
the current functionality of MIP. Cellular IP, route and address caching tech-
niques, improved movement detection by eager or hinted cell switching, and
fast or two-phase handover schemes may partially resolve the observed diffi-
culties. One of the most important issues is the lack of a co-ordinated inter-
working between MIP, the resource management, and the handover manage-
ment. This problem has to be solved in an efficient way, otherwise the per-
formance of the handoff process will deteriorate considerably and TCP flow-
control may time out, causing massive performance degradation.

In conclusion, the realization of concept and the measurements clearly
reveal the potential and drawbacks of the mobile-aware approach and provide
new insight on the relationship of the signal-to-interference ratio, the delay-
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loss characteristic of flows, and the TCP behavior, as well as the adaptation
processes. The results may be used to develop improved handoff and TCP
flow-control mechanisms as well as improved mobile-aware applications for
an efficient transport of real-time multi-media and interactive Web services in
next generation wireless networks.

The study in [170] refers to a WLAN network based on ATM technology.
The problem of extending the connection-oriented ATM technique to mobile
environments is that the users may change access point to the network during
an on-going connection (handover). As cellular networks are using smaller
cells to increase frequency reusability and system capacity and to decrease
used powers, the rate of handovers increases and can cause the overload of
the network management if all the handovers are followed by a connection
set-up procedure. The above problem could be solved with more efficient ex-
ploitation of existing resources implemented with the use of suitable handover
procedures. Solving the problem by reserving channels also in the neighbor-
ing cells leads to inefficient exploitation of resources, since the mobile user
entering only one of the neighboring cells makes the reservation of free capac-
ity in the other cells unnecessary. Nevertheless, the QoS has to be guaranteed
for the connection in case of handover, which otherwise cannot be ensured if
the mobile user enters an overloaded cell. In addition to these problems, mo-
bile systems with non-voice type transmission also require considerable and
variable bandwidth. There are several approaches to fight this problem, such
as use of the virtual connection tree, shadow cluster, umbrella cell, location
prediction, and handover supporting routing algorithm. The radio link related
part of the handover is often in focus of research activities. Several publica-
tions address this problem, and many solutions have been published based on
the idea of channel assignment and bandwidth reservation to support handover.
The novelty of the scheme proposed in [170] lies in the fact that it focus not
only on the handover problem at the radio interface, but also involves the wired
network and extends the routing with a sophisticated new Location Prediction
algorithm to speed up the handover process. A short survey is given about so-
lutions for the support of efficient handover (virtual connection tree, shadow
cluster, umbrella cell, location prediction or routing), and a comparative study
is made that shows that they can fulfil the QoS requirements. A new handover
supporting routing method is also presented in the paper, and its performance
investigated by means of computer simulation.
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4.4.3 Reliability aspects of mobile IP

The mobility provided by the Internet Engineering Task Force (IETF) Mo-
bile IP cannot properly fulfil the requirements of an always-on scenario; hence
micro mobility is needed to extend macro mobility. There are several micro
mobility protocol recommendations introduced in the literature, most of them
based on a physical or logical tree topology network. The most important and
severe weakness of the tree topology is its poor reliability. In [171] the relia-
bility of mobile IP is investigated. For this purposes a graph model of mobile
IP networks is introduced where the edges of the graph represent the links con-
necting the nodes. In the model only links break down, the nodes being totally
reliable. The links have two states, up (working), and down (broken). In this
simple model all the links have an independent (and very low) probability of
being in the down state. Reliability means that faults in the system do not de-
grade the performance of the system too much. To formalize this statement a
performance function is introduced as a reliability measure, representing the
performance of the system in a state. Maximum performance is the value of
the performance function in the faultless state of the system. If the perfor-
mance of the system in a given state is divided by the maximum performance
we get the relative performance. The reliability measure is the following: The
performance of the network in a given state is the number of base stations that
can reach the backbone. For general tree topology micro mobility networks
a recursive algorithm is proposed for the calculation of the exact distribution
function of the relative performance. This algorithm works for any kind of
tree topology micro mobility network. Using the same reliability measure, the
algorithm can be extended for other network topologies.

4.5 Satellite communication

In [93] is described a traffic flow model developed for the use with an Inter
Satellite Link (ISL) network simulator to modulate an arbitrary packet gener-
ator on the origin satellite (satellite serving the source terminal) and thus gen-
erate data packets that are then routed through the network to the destination
satellite (satellite serving the destination terminal). The main objective of this
work is the development of a complex simulation framework for testing and
analyzing the performance of an arbitrary adaptive routing algorithm, hence it



120 CHAPTER 4. WIRELESS NETWORKS

was built in a modular approach.
It is shown that the assumed traffic flow model is suitable for performance

evaluation of global satellite networks with an arbitrary satellite constellation.
However, because of specific implementation issues, the study focused on a
Low Earth Orbit (LEO) satellite system based on an inclined (delta pattern)
constellation of 63 satellites in 7 orbital planes. In this configuration, the or-
bital planes have an inclination angle of 48Æ with respect to the equatorial
plane, and satellites orbit the Earth at 1400 km with an orbit period of 114
minutes. The ISL network assumes permanent topology with two intraplane
and two interplane ISLs per satellite.

In [93] is addressed the issue of per-hop packet routing, particularly well
suited to the regular mesh topology with multiple alternative paths of connec-
tionless ISL networks. In particular, it is proposed the use of Traffic Class
Dependent (TCD) routing, capable to find suitable paths that can accommo-
date different types of services using different optimization criteria. However,
similarly to conventional single-service routing procedures deployed in packet
networks, TCD routing still does not guarantee the provision of any minimum
requirements as in QoS routing. Three different representative traffic classes
with diverse requirements have been introduced to evaluate the performance
of the TCD routing procedure in the ISL network, each being routed according
to its particular optimization criteria.

The performance of the proposed TCD routing procedure in different traf-
fic load scenarios is evaluated using a simulation model of the ISL network and
compared to the performance of a simple single-service routing, which makes
no distinction between packets belonging to different traffic classes. Also, re-
sults obtained with empirical traffic are compared with those obtained using
equivalent Poisson traffic. In both cases, homogeneous and non-homogeneous
traffic flows between satellites are considered. Simulation results are presented
as a trade-off of two performance measures, average relative packet delay de-
viation and average normalised data throughput.
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[49] Francisco-Javier Ramón, José Enrı́quez, Jorge Andrés, and Antonio
Molı́nes. Multipath Routing with Dynamic Variance. Technical Report
279TD(02)043, COST-279, 2002. [cf. COST-279, TD(02)043]. 37, 40



BIBLIOGRAPHY 133

[50] Ivan Gojmerac, Thomas Ziegler, Fabio Ricciato, and Peter Reichl.
Adaptive Multipath Routing for Dynamic Traffic Engineering. In
IEEE Globecom 2003, San Francisco, USA, 2003. [cf. COST-279,
TD(03)028]. 38, 40

[51] Jens Milbrandt, Dirk Staehle, Stefan Köhler, and Les Berry. Decompo-
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